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Abstract

Modern programming languages, such as Ada [Ichbiah 80], permit the definition of functions that return values whose size cannot be determined until the function returns. This paper discusses five implementation techniques that can be used to implement this capability. Comparisons of the techniques are provided and guidelines for selecting a particular technique for a compiler are given.

Introduction

Modern programming languages, such as Ada, provide mechanisms for type extension, including ways to define values whose storage size is unknown at compile time. These values are usually called dynamic-sized values.

Although many languages provide dynamic-sized variables and dynamic-sized parameters, few allow dynamic-sized values to be returned as function results. Therefore, little effort has been expended to find and discuss efficient ways of implementing functions that return such values. For example, most popular compiler construction textbooks do not discuss this problem [Aho 73, Aho 86, Cheatam 67, Cocke 70, Gries 71, Lee 67, Lewis 76, Pollack 72, Pratt 75, Weingarten 73]. We were able to locate only one textbook that devotes even a paragraph to the problem [Hillard 74].

Two languages that do allow dynamic-sized function-return values are Algol-68 [VanWijngaarden 69] and Ada. They illustrate two philosophies of run-time systems. The approach used by some (but not all) Algol-68 systems favors the heap for returning dynamic-sized function-return values [Hibbard 76,
Knueven 75]. Languages such as Ada are designed to be used with a classical stack run-time system. Because most hardware is stack rather than heap oriented, future languages and compilers will probably imitate Ada implementations. Therefore, techniques for returning dynamic-sized values in a stack environment are needed.

This paper provides an analysis of techniques for this problem. We first elaborate the problem and show how the stack model used for block structured languages is inadequate for returning dynamic-sized values. We then present five techniques that can be used for a run-time design to solve this problem. Finally, we comment on experiences with the various techniques.

The Problem

In a stack model, functions are a generalization of a stack operator: the operands (including the activation record for a called function) are pushed on the stack, then the operation is performed, popping the operands and pushing the result. Functions require this model to be extended; if a function were to place its result on the top of the stack before returning, the returned result would be popped from the stack along with the activation record of the function.

In practice, the returned result of the function must reside in a location that will remain after the function exits. One method for returning a function value reserves stack space for the function result before the activation record of the function is created [Moss 78]. This space resides between the activation record of the caller and the activation record of the called function. This space may also be a compiler-generated temporary in the activation record of the caller. The function places the result of its invocation into this reserved space. When the function has completed, its activation record is popped, leaving its return value on the top of the stack.

Another method uses a register to hold the value to be returned, with the caveat that the register will not be changed when returning from the function [Gries 71].

These methods rely on the ability to determine the size of the value to be returned at the time the function is called. The proper amount of storage must be reserved before the activation record for the function is created. In general, this value cannot be determined at compile time. As an example, consider the following Ada function:

```ada
type String is array(Natural range <>) of Character;

function Concat(X,Y: String) return String is
  S: String(1..X'Length + Y'Length);
begin
  S(1..X'Length) := X;
  S(X'Length + 1..S'Length) := Y;
  return S;
end Concat;
```

Different calls of the function Concat may return strings of different sizes. The size of the returned string cannot be determined until the local variables of Concat are elaborated. Without a very intelligent compiler, the size of the returned value is not known until the actual return, and in general, there are programs for which no compiler can determine the size of the return value before executing the return. Therefore it is not possible either to reserve the necessary storage on the stack before the function is called, or to
guarantee that enough registers will be free for holding the returned value.

A Collection of Solutions

This section presents five solutions to the problem of returning dynamic-sized values as the results of functions. Each solution identifies a different place to keep the returned value. In all of the examples, we assume that $F$, $G$, and $H$ are functions that return dynamic-sized values.

Hole in the Stack

The first solution allocates the storage for the returned value on top of the activation record for the function. The stack before a function returns from a call is illustrated in Figure 1.

![Figure 1: Before Function Returns with Value on Stack](image)

When the function returns, the activation record for the function is *not* popped -- the stack pointer remains at the top of stack used during the execution of the function. Any frame pointer that indicates the base of the activation record for the current scope must still be updated. The stack after the function returns is illustrated in Figure 2.

![Figure 2: After Function Returns with Value on Stack](image)
The returned value is preserved by not popping the stack at the end of the function call. Along with the returned value, the storage used by the function for its local variables remains allocated. However, this storage is inaccessible and constitutes the hole in the stack. The hole persists until after the returned value of the function is no longer needed. For example, in the assignment statement

\[ x := F() \]

the return value must exist until the assignment has been completed. At that time, the activation record for the function and the returned value are both popped.

There are several disadvantages with this technique, however. First, it wastes stack storage. If large local variables are allocated by the called function, the space used by those variables will remain after the function returns. Deeply nested function calls can leave a large amount of wasted storage. Consider a function \( F \) whose return statement contains a call on another function, \( G \). In an expression containing a call on \( F \), the activation records for both \( F \) and \( G \) must be retained until the result of \( F \) is no longer needed.

Second, this scheme causes other stack oriented operations to become complicated. Consider a typical integer arithmetic expression, such as

\[ j + k \]

In the stack model, the addition operation is accomplished as follows: push the left operand \( (j) \), push the right operand \( (k) \), pop the two operands and place the sum on the top of the stack. But if the expression uses a value returned with a hole in the stack, this is no longer possible. Consider the following arithmetic expression:

\[ j + F(H(k), G()) \]

where \( G \) returns an array and \( F \) and \( H \) return integers. Unless carefully implemented, referencing the top two integer locations on the stack will not yield the correct operands. As shown in Figure 3, a hole would separate them. (We assume that the integer-sized return value from \( H \) can be easily accommodated and is not shown.)

Thus even simple operations such as integer addition and assignment depend on the kind of functions used in subexpressions. For correct behavior, the stack space for \( G \)'s result must be deallocated at exactly the right point in expression evaluation: it must be retained during the call on \( F \), and then deallocated right
before the "+". The compiler must keep track of the context in which any particular dynamic-sized return value is used and pop the stack at the appropriate time. The expression above would be translated as follows:

\[
\begin{align*}
\text{push } j; \\
\text{save current stack pointer in old_SP;} \\
\text{push } k; \\
\text{call } H; \\
\text{pop result of } H \text{ into temp1;} \\
\text{call } G; \\
\quad \text{-- } G \text{ leaves the address of the array descriptor for its} \\
\quad \text{-- return value on the top of the stack.} \\
\text{pop address of array descriptor into temp2;} \\
\text{push temp1;} \\
\text{push temp2;} \\
\text{call } F; \\
\text{pop result of } F \text{ into temp3;} \\
\text{set stack pointer to old_SP;} \\
\text{push temp3;} \\
\text{add;}
\end{align*}
\]

The actual parameters to \( F \) needed to be evaluated and saved in temporaries, and then pushed on the stack just before the call. Because of the stack space consumed by \( G \)'s result, we could not leave the result of \( H \) on the stack to be referenced by \( F \) as a parameter.

Third, the scheme complicates the use of procedure-call hardware. Newer machines, such as the VAX [DEC 79], provide context switching instructions that automatically manipulate the stack pointer and other procedure context information. When a hole is left, the compiler must either perform all necessary context switching or undo some of the effects of the call instruction.

**Sliding Value**

The pure stack model requires that the returned value of a function reside on the top of the stack. This can be accomplished by the second method, which moves the returned value from where the called function left it to where the calling procedure expects it. This is similar to the hole-in-the-stack scheme except that after a function returns, the value that resides on top of the stack is moved to the top of the stack as it existed before the function call. The returned value is slid down the stack to the correct position. Figures 1 and 4 illustrate a stack before and after a function returns using this technique.
Figure 4: Sliding the Value Down the Stack

Sliding a value down the stack gives the program a consistent view of values returned from operations on the stack since the operands are always popped and replaced by the result. However, this solution has three drawbacks. First, this solution incurs execution overhead in sliding the value down the stack at each function return. Another problem with this method is possible interruption of the sliding operation. If the interrupt system uses the same stack as Ada programs, the stack may be in an inconsistent state when an interrupt procedure is called. The third problem is the incorrect encoding of data, such as internal pointers, in the returned value. The sliding of data down the stack resembles an assignment operation. Checks and translations must be made to ensure that any pointers in the returned value, or to the returned value, are preserved. Therefore the sliding operation may not be a simple block copy.

Stack Splitting

The previous methods use a single stack for all data, activation records, and intermediate expressions. However, other versions of the stack model permit different kinds of values to be placed on different stacks. One such model distinguishes between values whose sizes are known at compile time (static size) and values whose sizes are not known until run time (dynamic size). Descriptors, scalars, return addresses, static and dynamic links, pointers to parameter lists, some arrays and some structures are allocated on the static stack; dynamic arrays, records that contain dynamic arrays and union typed objects are allocated on the dynamic stack [Birrell 77].

Using this model, some of the pitfalls of the previous two methods can be avoided. The function invocations and exits, along with ordinary arithmetic, take place on the static stack, preserving the strict stack discipline for maintaining static links, displays, dynamic links and other attributes associated with block structured languages. This also permits the use of special hardware instructions that assist the implementation of function calls.

Dynamic-sized values are always placed on the second stack, regardless of whether these values are to be values which will be returned or local variables of the function being executed. This dynamic stack is cut back (the dynamic-sized values are popped) at a time when the dynamic values on the stack are unneeded. In most cases, this is the same time as when the static stack is popped. When a value is returned by a function, the dynamic stack remains unpopped until the returned value is used in the expression containing the function call. The stages of this method are illustrated in Figures 5, 6, and 7.
Figure 5: Split Stack -- Just Before Function Return
Although the static stack uses stack space efficiently and wastes no time copying values needlessly, holes can develop in the dynamic stack. Their space may be recovered when the space for the returned value of the function is recovered.
This method of allocating storage space obviously requires two stacks. It may be cumbersome on machines that cannot handle multiple stacks efficiently or in a run-time system that grows a heap and a stack towards each other.

Heap

The earliest solution to the problem of returning a function result that had a dynamic size probably used the heap as a place to keep the returned value. Because the heap is unaffected by stack operations, such as popping an activation record during the return of a function, it is a safe place for function results. A pointer to the value in the heap can be passed back to the calling routine in the same way as any other value with a predetermined size. Illustrations of the stack and heap before and after a function return are shown in Figures 8 and 9.

Although this technique requires heap management, no garbage collection is required. The compiler creates all pointers to a function-return value and knows when the value is no longer needed or referenced. The compiler can explicitly deallocate the storage occupied by the return value.
An obvious implication of this method is the necessity of a heap. Although Ada and Algol-68 have heaps for other reasons, one can envision a language that has values returned by function that have dynamic sizes but has no user-controlled heap. Two such examples would be True Basic [Kemeny 85] and Algol-60 with functions that can return variable-length strings.

Using the heap can complicate the stack model just as the hole-in-the-stack can. The compiler must treat values of the same type differently because of their context. Consider the following example:

\begin{verbatim}
A,B: String(1..N);  
X,Y: String(1..2*N);  
...  
X := Y;  
X := Concat(A,B);  
\end{verbatim}

In the first assignment statement, the value of Y is available on the top of the stack for assignment to X. The second statement is also a simple string assignment, but the source string is in the heap, not the stack.

**Stack Switching**

Another two stack model uses the two stacks for a different set of purposes: one stack is for operands and the other is for results [Swierstra 79]. The operands are pushed on one stack, the operation is performed on the operands and the result pushed on the second stack, then the operands are popped from the first stack.

Rather than dedicating one stack for operands alone and the other for results, the model alternates the interpretation of the stacks. In particular, the interpretation of the stacks is switched when calling a nested function. This is illustrated by the following example. Consider the statement:

\begin{verbatim}
i := F(1,G(2,H(3),4),5);  
\end{verbatim}

To see the implicit nesting of function calls, we rewrite this statement using a prefix form:

\begin{verbatim}
:=i,F(1,G(2,H(3),4),5);  
\end{verbatim}

We assume that the functions F, G, and H return arrays whose sizes are not known when they are called. We initially select stack L (for left) as the operand stack and stack R (for right) as the result stack. Both stacks are empty. The first procedure call is the assignment operator (:=). Its first operand, the address of i, is pushed on the stack. This is illustrated in Figure 10.

```
Address of i

\begin{tabular}{ll}
Stack L & Stack R \\
(Operand) & (Result) \\
\end{tabular}
```

Figure 10: Stack Switching -- After First Operand is Stacked

Next, a nested call to F is made, so the stacks must be switched. Stack R now becomes the operand stack and stack L becomes the result stack. The first parameter of F, the value 1, is pushed onto stack R. This is
illustrated in Figure 11.

Figure 11: Stack Switching -- First Operand of Nested Call

Another nested call is made, so the stacks are switched again. Stack \( L \) becomes the operand stack and stack \( R \) becomes the operator stack. The first parameter of \( G \), 2, is now pushed on stack \( L \). The resulting stacks are shown in Figure 12.

Figure 12: Stack Switching -- Several Pending Function Calls

The last nested function is found, so again the stacks are switched. The parameter 3 is pushed on stack \( R \) and function \( H \) is called. Because the activation record for \( H \) can be thought of as another parameter to \( H \), it is allocated on the operand stack, that is, stack \( R \). (Note: procedure calls within \( H \) are "nested" in \( H \), so the stacks would be switched again.) The stacks just before \( H \) starts executing are shown in Figure 13.
Figure 13: Stack Switching -- Just Before Function H Starts Executing

When $H$ returns, it places its result on its result stack, stack $L$. The function return pops off the activation record and parameters for $H$ from the operand stack. The stack after $H$ returns is shown in Figure 14.

![Stack L](image)

Stack L (Operand)

Result of Function H

2

Address of i

Stack R (Result)

1

Figure 14: Stack Switching After Function H Returns

The result from $H$ is the second parameter for $G$ and it resides just above the first parameter for $G$. For the function call of $G$, stack $L$ is the operand stack, so the third parameter for $G$, 4, is pushed on stack $L$ and $G$ is called. The results of $G$ are returned on stack $R$. The state of the stacks after $G$ returns is shown in Figure 15.

![Stack L](image)

Stack L (Result)

Address of i

![Stack R](image)

Stack R (Operand)

Result of Function G

1

Figure 15: Stack Switching -- Switching the Result Stack

The result of $G$ is the second parameter to $F$. Next the third parameter is pushed on the operand stack for $F$, that is, stack $R$. The result of $F$ is left on stack $L$. The state after $F$ returns is shown in Figure 16.
The last procedure to be executed is the assignment operation. Note that the two operands for assignment are stacked correctly on stack $L$: the address of the variable and the value to be assigned. When the assignment is completed, the stack is popped and two empty stacks are left.

Note throughout this algorithm that no explicit copying or sliding of values is done. No holes are left in any stack. All deallocation is performed implicitly and correctly when a function exits.

Although superficially superior to the other methods, this technique has a couple of drawbacks. One problem is the inability of most hardware to support multiple stacks efficiently. Many implementations allocate one end of memory for the stack and have the heap grow towards the stack. This technique leaves no reasonable place to put the second stack.

A hidden problem is the location of intermediate results. Results are not always on the stack where they will ultimately be returned. They must be moved from one stack to another. This causes a great deal of copying when each function merely returns the result of an inner function call, for example,

function F(I: Integer) return Integer is
begin
  ...
  return G(I);
end F;

...

J := F(3);

In the hole-in-the-stack scheme, an implementation might leave the returned result on the top of the stack from the innermost function call and not copy it every time a procedure returns.

Experience

Few languages currently have a need for implementations that can return values with dynamic sizes. So experience with the language feature and its implementations is rather limited. A brief review of existing implementations is given below.

There are Algol-68 systems that use the hole in the stack scheme [Branquart 76, Hibbard 74] and the heap...
scheme [Branquart 70, Hibbard 76]. Other Algol-68 designs uses the sliding scheme, though the details
of these designs are not provided in their descriptions [Hill 74, Meertens 76]. Another Algol-68 system
uses dynamic and static stacks for holding different values, returning the results of functions on the
dynamic stack [Birrell 77].

Both the Sail compiler from Stanford [Reiser 76] and True Basic [Kemény 85] use the heap for their
strings, which are the only values with a dynamic size that may be returned by functions in both languages.
Because all strings are in the heap, this choice maintains a consistent run-time representation of strings.
Icon [Griswold 83] uses the same philosophy: all dynamic-sized objects (in Icon, this means lists, tables,
strings and sets) are allocated in the heap, and all dynamically-sized returned values are also in the heap.

The SIMPL family of languages also allowed strings to have lengths determined at run time and uses a
hole-in-the-stack technique to return them from functions [Gannon 79].

The NYU Ada system uses a heap to hold all values [Dewar 80], including values returned by functions.
There was no need therefore to consider stack alternatives for this specific problem. Two other Ada
systems use the hole-in-the-stack method [Lamb 80, Wilcox 81].

A Pascal system was designed using the two stack model of computation [Swierstra 79]. This design
investigated multistack models, and the presentation of stack switching is based on this work. A similar
technique was proposed for an implementation of ASBAL [Moss 78], a stack-based data abstraction
language related to CLU [Liskov 81].

Although all the techniques have been implemented, there seems to be little written about the usefulness
of any particular technique. Birrell [Birrell 77] asserts that the holes in the hole-in-the-stack method can be
vast and the copying in the sliding-value method can be very expensive but provides no empirical data.
Such conclusions can be made only after a study of how a particular language is used. Unfortunately for
our purposes of analysis, there is a synergistic effect between the use of a language feature and the
perceived efficiency of its implementation. Features that are thought to be expensive are avoided. Unless
an implementation for dynamically-sized return values is perceived to be efficient, programmers will avoid
the feature and we will not learn if the feature is useful enough to invest the effort to streamline its
implementation. However, if values returned by functions nearly always have static sizes, then it matters
little which technique is implemented. The evaluation we provide below is based on our experience in
designing and writing an Ada compiler and run-time system [Lamb 80, Rosenberg 80].

In this paper we have adhered to a stack model for function calls. A compiler writer, however, will typically
use special-case (ad hoc) techniques for the translation of certain built-in functions. For example, when
implementing integer addition, an implementor will choose to use the machine registers and
non-stack-oriented machine instructions. Nonetheless, for user-defined functions, the generality of the
stack model is still needed to handle parameter passing, local storage allocation in the called function,
recursion, and dynamic-sized return values.

We found that the complexity of the compiler does not vary much for each scheme. It requires the same
design effort on the part of the compiler builder to keep track of when to deallocate a value from the heap,
of when to cut back the stack to release the hole, of when and where to slide a value down the stack, and
of how multiple stacks are implemented.

We did find, however, that small changes in the architecture strongly affect the choice. Machines without
strict calling conventions can more conveniently handle the stack violations perpetrated by the
hole-in-the-stack scheme. The availability of multiple stack and frame pointers assist in using a multiple stack scheme. Sharing one stack for both interrupts and application programs complicates any scheme that requires some atomic operation that is coded with more than one machine instruction, for example, stack switching or value sliding. Such architectural considerations seem to drive the design more than any perceived language use by programmers.

Conclusions

We have shown that reasonable implementations are available for functions that return values with dynamic sizes. Each of these implementations has been used in a running system. The difference between the implementations is the location of the return value. Each of the methods discussed has about the same complexity for the compiler writer, so the decision to favor a particular scheme depends on the specific architecture of the target machine.
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