
Multimedia Systems (1998) 6: 138–151 Multimedia Systems
c© Springer-Verlag 1998

A survey of QoS architectures
Cristina Aurrecoechea, Andrew T. Campbell, Linda Hauw

Center for Telecommunication Research, Columbia University, New York, NY 10027, USA; http://www.ctr.columbia.edu/comet/members.html;
e-mail: {cris,campbell,linda}@ctr.columbia.edu

Abstract. Over the past several years there has been a con-
siderable amount of research within the field of quality-of-
service (QoS) support for distributed multimedia systems.
To date, most of the work has been within the context of
individual architectural layers such as the distributed sys-
tem platform, operating system, transport subsystem and
network layers. Much less progress has been made in ad-
dressing the issue of overall end-to-end support for mul-
timedia communications. In recognition of this, a number
of research teams have proposed the development of QoS
architectures which incorporate QoS-configurable interfaces
and QoS driven control and management mechanisms across
all architectural layers. This paper examines the state-of-the-
art in the development of QoS architectures. The approach
taken is to present QoS terminology and a generalized QoS
framework for understanding and discussing QoS in the con-
text of distributed multimedia systems. Following this, we
evaluate a number of QoS architectures that have emerged
in the literature.

1 Introduction

Meeting Quality-of-Service (QoS) guarantees in distributed
multimedia systems is fundamentally an end-to-end issue,
that is, from application to application. Consider, for exam-
ple, the remote playout of a sequence of audio and video:
in the distributed system platform, QoS assurances should
apply to the complete flow of media from the remote server
across the network to the point/s of delivery. As illustrated
in Fig. 1, this generally requires end-to-end admission test-
ing and resource reservation in the first instance, followed
by careful co-ordination of disk and thread scheduling in
the end-system, packet/cell scheduling and flow control in
the network and, finally, active monitoring and maintenance
of the delivered QoS. A key observation is that for applica-
tions relying on the transfer of multimedia and, in particular,
continuous media flows, it is essential that QoS is config-
urable, predictable and maintainable system-wide, including
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the end-system devices, communications subsystem and net-
works. Furthermore, it is also important that all end-to-end
elements of distributed-systems architecture work in unison
to achieve the desired application level behavior.

To date, most of the developments in the area of QoS
support have occurred in the context of individual architec-
tural components [20]. Much less progress has been made in
addressing the issue of an overall QoS architecture for mul-
timedia communications. There has been, however, consid-
erable progress in the separate areas of distributed-systems
platforms [20–28], operating systems [29–35], transport sys-
tems [36–45] and multimedia networking [46–66] support
for QoS. In end-systems, most of the progress has been
made in the areas of scheduling [11, 12, 31], flow synchro-
nisation [18, 19] and transport support [36–45]. In networks,
research has focused on providing suitable traffic models [2]
and service disciplines [52], as well as appropriate admis-
sion control and resource reservation protocols [48, 51, 53].
Many current network architectures, however, address QoS
from a provider’s point of view and analyze network perfor-
mance, failing to comprehensively address the quality needs
of applications. Until recently, there has been little work on
QoS support in distributed systems platforms. What work
there is has been mainly carried out in the context of the
open distributed processing [27].

The current state of QoS support in architectural frameworks
can be summarized as follows [20]:

i) incompleteness: current interfaces (e.g., application pro-
gramming interfaces such as Berkeley Sockets) are gen-
erally not QoS configurable and provide only a small
subset of the facilities needed for control and manage-
ment of multimedia flows;

ii) lack of mechanisms to support QoS guarantees: research
is needed in distributed control, monitoring and main-
tenance QoS mechanisms, so that contracted levels of
service can be predictable and assured; and

iii) lack of an overall framework: it is necessary to develop
an overall architectural framework to build upon and rec-
oncile the existing notion of QoS at different system lev-
els and among different network architectures.
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Fig. 1. End-to-end QoS scenario for a con-
tinuous media flow

In recognition of the above limitations, a number of research
teams have proposed systems architectural approaches to
QoS support. In this paper, these are referred to asQoS
architectures[67–90]. The intention of QoS architecture re-
search is to define a set of QoS configurable interfaces that
formalize QoS in the end-system and network, providing a
framework for the integration of QoS control and manage-
ment mechanisms.

In this paper, we present, in Sect. 2, ageneralized QoS
frameworkand terminology1 for distributed multimedia ap-
plications operating over multimedia networks with QoS
guarantees. The generalized QoS framework is based on a
set of principles that govern the behavior of QoS architec-
tures. Following this, we evaluate a number of QoS archi-
tectures found in the literature that have been developed
by the telecommunications, computer communications and
standards communities. We then present a short qualitative
comparison and discussion in Sects. 4 and 5, respectively.
Finally, in Sect. 6 we offer some concluding remarks.

2 Generalized QoS framework

In what follows, a set of elements used in building QoS
into distributed multimedia systems is described. This in-
cludes QoS principles which govern the construction of a
generalized QoS framework, QoS specification which cap-
tures application-level QoS requirements, and QoS mecha-
nisms which realize the desired application end-to-end QoS
behavior.

2.1 QoS principles

A number of QoS principles motivate the design of a gen-
eralized QoS framework:

• transparency principlestates that applications should be
shielded from the complexity of underlying QoS spec-
ification and QoS management. An important aspect of
transparency is the QoS-based API [74, 9] at which de-
sired QoS levels are stated (see QoS management pol-
icy in Sect. 2.2). The benefits of transparency are that it
reduces the need to embed functionality in the applica-
tion, hides the detail of underlying service specification
from the application and it delegates the complexity of
handling QoS management activities to the underlying
framework;

1 Where appropriate, we have adopted the standard terminology of the
ISO QoS Working Group [67].

• integration principle states that QoS must be config-
urable, predictable and maintainable over all architec-
tural layers to meet end-to-end QoS [68]. Flows2 traverse
resource modules (e.g., CPU, memory, multimedia de-
vices, network, etc.) at each layer from source media
devices, down through the source protocol stack, across
the network, up through the receiver protocol stack to the
playout devices. Each resource module traversed must
provide QoS configurability (based on a QoS specifi-
cation), resource guarantees (provided by QoS control
mechanisms) and maintenance of ongoing flows;

• separation principlestates that media transfer, control
and management are functionally distinct architectural
activities [69]. The principle states that these tasks should
be separated in architectural QoS frameworks. One as-
pect of this separation is the distinction between signal-
ing and media transfer. Flows (which are isochronous
in nature) generally require a wide variety of high-
bandwidth, low-latency, non-assured services with some
form of jitter correction. On the other hand, signaling
(which is full duplex and asynchronous in nature) gen-
erally requires low-bandwidth, assured-type services;

• multiple time scales principle[69] guides the division of
functionality between architectural modules and pertains
to the modeling of control and management mechanisms.
It is necessitated by, and is a direct consequence of, fun-
damental time contraints that operate in parallel between
resource management activities (e.g., scheduling, flow
control, routing, QoS management, etc.) in distributed
communications environments; and

• performance principlesubsumes a number of widely
agreed rules for the implementation of QoS-driven com-
munications systems which guide the division of func-
tionality in structuring communication protocols for high
performance in accordance with systems design princi-
ples [6], avoidance of multiplexing [7], recommendations
for structuring communications protocols [8], and the use
of hardware assists for efficient protocol processing [40,
55].

2.2 QoS specification

QoS specification is concerned with capturing application-
level QoS requirements and management policies. QoS spec-
ification is generally different at each system layer and is

2 The notion of a flow is an important abstraction which underpins the
development of QoS frameworks. Flows characterize the production, trans-
mission and eventual consumption of a single media source (viz. audio,
video, data) as integrated activities governed by single statements of end-
to-end QoS. Flows are simplex in nature and can be either unicast or mul-
ticast. Flows generally require end-to-end admission control and resource
reservation, and support heterogeneous QoS demands.
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used to configure and maintain QoS mechanisms resident
in the end-system and network. For example, at the dis-
tributed system platform level, QoS specification is primar-
ily application-oriented rather than system oriented. Lower
level considerations such as tightness of synchronisation of
multiple related audio and video flows, the rate and burst
size of flows, or the details of thread scheduling in the end-
system should all be hidden at this level. QoS specification
is therefore declarative in nature; applications specify what
is required rather than how this is to be achieved by under-
lying QoS mechanisms. QoS specification encompasses but
is not limited3 to the following:

• flow performance specification, which characterizes the
user’s flow performance requirements [5]. The ability to
guarantee traffic throughput rates, delay, jitter and loss
rates is particularly important for multimedia communi-
cations. These performance-based metrics are likely to
vary from one application to another. To be able to com-
mit necessary end-system and network resources, QoS
frameworks must have prior knowledge of the expected
traffic characteristics associated with each flow before
resource guarantees can be met;

• level of service, which specifies the degree of end-to-
end resource commitment required (e.g., deterministic
[49], predictive [47] and best effort [8]). While the flow
performance specification permits the user to express the
required performance metrics in a quantitative manner,
level of service allows these requirements to be refined
in a qualitative way to allow a distinction to be made
between hard and soft performance guarantees. Level
of service expresses a degree of certainty that the QoS
levels requested at the time of flow establishment or re-
negotiation will be honored;

• QoS management policy, which captures the degree of
QoS adaptation [74] that the flow can tolerate and the
scaling actions to be taken in the event of violations in
the contracted QoS [86]. By trading off temporal and
spatial quality to available bandwidth, or manipulating
the playout time of continuous media in response to vari-
ation in delay, audio and video flows can be presented
at the playout device with minimal perceptual distortion.
The QoS management policy also includes application-
level selection for QoS indications (aka QoS alerts [67])
in the case of violations in the requested QoS and peri-
odic QoS availability notifications for bandwidth, delay,
jitter and loss;

• cost of service, which specifies the price the user is will-
ing to incur for the level of service [10]. Cost of service
is a very important factor when considering QoS specifi-
cation. If there is no notion of cost of service involved in
QoS specification, there is no reason for the user to se-
lect anything other than maximum level of service, e.g.,
guaranteed service; and

• flow synchronization specification, which characterizes
the degree of synchronisation (i.e., tightness) between
multiple related flows [18]. For example, simultaneously
recorded video perspectives must be played in precise
frame-by-frame synchrony so that relevant features may

3 Note that QoS specification could also include other important areas
such as security. However, we do not deal with security in this paper.

be simultaneously observed. On the other hand, lip syn-
chronization in multimedia flows does not need to be
absolutely precise [19] when the main information chan-
nel is auditory and video is only used to enhance the
sense of presence.

2.3 QoS mechanisms

QoS mechanisms are selected and configured according to
user-supplied QoS specification, resource availability and re-
source management policy. In resource management, QoS
mechanisms can be categorized as either static or dynamic
in nature.Static resource managementdeals with flow estab-
lishment and end-to-end QoS re-negotiation phases (which
we describe as QoS provision) anddynamic resource man-
agementdeals with the media-transfer phase (which we de-
scribe as QoS control and management). The distinction be-
tween QoS control and QoS management is characterized by
the different time scales over which they operate. QoS con-
trol operates on a faster time scale than QoS management.

2.3.1 QoS provision mechanisms

QoS provision is comprised of the following components:

• QoS mapping, which performs the function of automatic
translation between representations of QoS at different
system levels (i.e., operating system, transport layer, net-
work, etc.) and thus relieves the user of the necessity of
thinking in terms of lower level specification. For exam-
ple, the transport-level QoS specification may express
flow requirements in terms of level of service, average
and peak bandwidth, jitter, loss and delay constraints.
For admission testing and resource allocation purposes,
this representation must be translated to something more
meaningful to the end-system. As illustrated in Fig. 2,
QoS mapping derives the scheduler QoS parameters (viz.
period, quantum and deadline times of the threads) from
the transport-level QoS specification parameters [34];

• admission testing, which is responsible for comparing
the resource requirement arising from the requested QoS
against the available resources in the system. The deci-
sion whether a new request can be accommodated gener-
ally depends on system-wide resource management poli-
cies and resource availability. Once admission testing
has been successfully completed on a particular resource
module, local resources are reserved immediately and
then committed later if the end-to-end admission control
test (i.e., accumulation of hop-by-hop tests) is successful;
and

• resource reservation protocols, which arrange for the al-
location of suitable end-system and network resources
according to the user QoS specification. In doing so, the
resource reservation protocol interacts with QoS-based
routing to establish a path through the network in the
first instance, then, based on QoS mapping and admis-
sion control at each local resource module traversed (e.g.
CPU, memory, I/O devices, switches, routers, etc.), end-
to-end resources are allocated. The result is that QoS
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Fig. 2. QoS parameters derived during QoS mapping

control mechanisms such as network-level cell/packet
schedulers and end-system thread schedulers are con-
figured accordingly.

2.3.2 QoS control mechanisms

QoS control mechanisms operate on time scales at or close to
media transfer speeds. They provide real-time traffic control
of flows based on requested levels of QoS established dur-
ing the QoS provision phase. The fundamental QoS control
mechanisms include the following:

• flow scheduling, which manages the forwarding of flows
(chunks of media based on application-layer framing)
in the end-system [30–35] and network (packets and/or
cells) in an integrated manner [52]. Flows are generally
scheduled independently in the end-systems, but may be
aggregated and scheduled in unison in the network. This
is dependent on the level of service and the scheduling
discipline [2] adopted;

• flow shaping, which regulates flows based on user-
supplied flow performance specifications. Flow shaping
can be based on a fixed-rate throughput (i.e., peak rate) or
some form of statistical representation (i.e., sustainable
rate and burstiness) of the required bandwidth [49]. The
benefit of shaping traffic is that it allows the QoS frame-
works to commit sufficient end-to-end resources and to
configure flow schedulers to regulate traffic through the
end-systems and network. It has been mathematically
proven4 that the combination of traffic shaping at the
edge of the network and scheduling in the network can
provide hard performance guarantees;

• flow policing, which can be viewed as the dual of moni-
toring. Monitoring, which is usually associated with QoS
management, observes whether the QoS contracted by a
provider is being maintained, whereas policing observes
whether the QoS contracted by a user is being adhered
to. Policing is often only appropriate where administra-
tive and charging boundaries are being crossed, for ex-
ample, at a user-to-network interface [53]. Flow-shaping
schemes at the source allow the policing mechanism to
detect misbehaving flows;

• flow control, which includes both open-loop and closed-
loop schemes. Open-loop flow control is used widely in
telephony and allows the sender to inject data into the
network at the agreed levels, given that resources have
been allocated in advance. Closed-loop flow control re-
quires the sender to adjust its rate based on feedback

4 Parekh [56] has shown that, if a source is shaped by a token bucket
with leaky bucket rate control and scheduled by the weighted fair-queuing
service discipline [58], it is possible to achieve strong guarantees on delay.

from the receiver [41] or network [64]. Applications us-
ing closed-loop flow control based protocols must be
able to adapt to fluctuations in the available resources.
On the other hand, applications which cannot adjust to
changes in the delivered QoS are more suited to open-
loop schemes, where bandwidth, delay and loss can be
deterministically guaranteed for the duration of the ses-
sion; and

• flow synchronization, which is required to control the
event ordering and precise timings of multimedia in-
teractions. Lip-sync is the most commonly cited form
of multimedia synchronization (i.e., synchronization of
video and audio flows at a playout device). Other syn-
chronization scenarios reported include: event synchro-
nization with and without user interaction, continuous
synchronization other than lip-sync, continuous synchro-
nization for disparate sources and sinks. All scenarios
place fundamental QoS requirements on flow synchro-
nization protocols [44].

2.3.3 QoS management mechanisms

In order to maintain agreed levels of QoS, it is often insuf-
ficient to just commit resources. Rather, QoS management
is frequently required to ensure that the contracted QoS is
sustained. QoS management of flows is functionally similar
to QoS control. However, it operates on a slower time scale;
that is, over longer monitoring and control intervals [15].
The fundamental QoS management mechanisms include the
following:

• QoS monitoring, which allows each level of the system
to track the ongoing QoS levels achieved by the lower
layer. QoS monitoring often plays an integral part in
a QoS maintenance feedback loop which maintains the
QoS achieved by resource modules. Monitoring algo-
rithms operate over different time scales. For example,
they can run as part of a scheduler (as a QoS control
mechanism) to measure individual performance of on-
going flows. In this case, measured statistics can be used
to control packet scheduling and admission control [47].
Alternatively, QoS monitoring can operate on an end-to-
end basis as part of a transport-level feedback mechanism
[44] or as part of the application itself [13];

• QoS availability, which allows the application to spec-
ify the interval over which one or more QoS parameters
(e.g., delay, jitter, bandwidth, loss, synchronization) can
be monitored and the application informed of the de-
livered performance via a QoS signal [74]. Both single
and multiple QoS signals can be selected based on the
user-supplied QoS management policy (see Sect. 2.2);

• QoS degradation, which issues a QoS indication to the
user when it determines that the lower layers have failed
to maintain the QoS of the flow and nothing further can
be done by the QoS maintenance mechanism. In response
to such an indication, the user can choose either to adapt
to the available level of QoS or scale back [85] to a
reduced level of service (i.e., end-to-end renegotiation);

• QoS maintenance, which compares the monitored QoS
against the expected performance and then exerts tun-



142

ing operations (i.e., fine- or coarse-grain resource adjust-
ments) on resource modules to sustain the delivered QoS.
Fine-grain resource adjustment counters QoS degrada-
tion by adjusting local resource modules (e.g., loss via
the buffer management, throughput via the flow regula-
tion, and queuing delays and continuous-media playout
calculation via the flow scheduling [86]); and

• QoS scalability, which comprises QoS filtering (which
manipulates flows as they progress through the com-
munications system) and QoS adaptation (which scales
flows at the end-systems only) mechanisms. Many con-
tinuous-media applications exhibit robustness in adapting
to fluctuations in end-to-end QoS. Based on the user-
supplied QoS management policy, QoS adaptation in
the end-systems can take remedial actions to scale flows
appropriately. Resolving heterogeneous QoS issues is a
particularly acute problem in the case of multicast flows.
Here individual receivers may have differing QoS ca-
pabilities to consume audio-visual flows; QoS filtering
helps to bridge this heterogeneity gap, while simulta-
neously meeting individual receivers’ QoS requirements
[90].

3 QoS architectures

Until recently, research in providing QoS guarantees has
primarily focused on network-oriented traffic models and
service-scheduling disciplines. These guarantees are not,
however, end-to-end in nature. Rather, they preserve QoS
guarantees only between network access points that end-
systems are attached to [81]. Work on QoS-driven end-
system architecture needs to be integrated with network-
configurable QoS services and protocols to meet application-
to-application QoS requirements. In recognition of this, re-
searchers have recently proposed new communication archi-
tectures which are broader in scope and cover both network
and end-system domains. In this section, we review a num-
ber of QoS architectures which have recently emerged in
the literature [67–90]. Each architecture tends to use its own
distinctive QoS terminology. We do not attempt to resolve
that here. We present, rather, the pertinent and novel features
of each architecture and then, in Sect. 4, compare them with
the generalized QoS framework introduced in the preceding
section.

3.1 Heidelberg QoS model

The HeiProject at IBM’s European Networking Center in
Heidelberg has developed a comprehensive QoS model,
which provides guarantees in the end-systems and net-
work [71]. The communications architecture includes a con-
tinuous-media transport systems (HeiTS/TP) [42], which
provides QoS mapping andmedia scaling[85] as illustrated
in Fig. 3. Underlying the transport is an internetworking layer
based on ST-II [46], which supports both guaranteed and
statistical levels of service. In addition, the network sup-
ports QoS-based routing and QoS filtering. Key to providing
end-to-end guarantees isHieRAT (resource administration
technique)[71]. HeiRAT is comprised of a comprehensive

Fig. 3. Heidelberg QoS model

QoS management scheme which includes QoS negotiation,
QoS calculation, admission control, QoS enforcement and
resource scheduling. The HeiRAT operating system schedul-
ing policy is a rate-monotonic scheme, whereby the priority
of a system thread performing protocol processing is pro-
portional to the message rate requested.

The Heidelberg QoS model has been designed to han-
dle heterogeneous QoS demands from individual receivers
in a multicast group and to support QoS adaptivity via flow-
filtering and media-scaling techniques. Media scaling [85]
and codec translation at the end-systems and flow filtering
and resource sharing in the network are fundamental to meet-
ing heterogeneous QoS demands. Media scaling matches the
source with the receivers’ QoS capability by manipulating
flows at the network edges. In contrast, filtering accommo-
dates the receivers’ QoS capability by manipulating flows at
the core of the network as flows traverse bridges, switches
and routers.

3.2 XRM

The COMET group at Columbia University is developing
an Extended Integrated Reference Model (XRM)[28] as a
modeling framework for control and management of multi-
media telecommunications networks (which comprise mul-
timedia computing platforms and broadband networks). The
COMET group argues that the foundations for operability
(i.e., control and management) of multimedia computing and
networking devices are equivalent; that is, both classes of de-
vices can be modeled as producers, consumers and proces-
sors of media.The only difference between computing and
network devices is the overall goal that a group of devices
has set to achieve in the network or end-system. The XRM is
divided into five distinct planes [69] as illustrated in Fig. 4:

• management function, which resides in the network man-
agement plane (N-plane) and covers the OSI functional
areas of network and system management;

• traffic control function, which comprises the resource
control (M-plane) and connection management and con-
trol (C-plane) planes. Resource control constitutes cell
scheduling, call admission, call routing in the network,
process scheduling, memory management, routing, ad-
mission control and flow control in the end-systems;
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Fig. 4. XRM

• information transport function, which is located in the
user transport plane (U-plane), models the media proto-
cols and entities for the transport of user information in
both the network and the end-systems; and

• telebase, which resides in the data abstraction and man-
agement plane (D-plane) and collectively represents the
information, data abstractions existing in the network
and end-systems. The telebase implements data sharing
among all other XRM planes.

The XRM is built on theoretical work of guaranteeing QoS
requirements in ATM networks and end-systems populated
with multimedia devices. General concepts for characteriz-
ing the capacity of network [82] and end-system [73] devices
(e.g., disks, switches, etc.) have been developed. At the net-
work layer, XRM characterizes the capacity region of an
ATM multiplexer with QoS guarantees as aschedulable re-
gion. Network resources such as switching bandwidth and
link capacity are allocated based on four cell-level traffic
classes (class I, II, III, and C) for circuit emulation, voice
and video, data, and network management, respectively. A
traffic class is characterized by its statistical properties and
QoS requirements. Typically, QoS requirements reflect cell
loss and delay constraints. In order to efficiently satisfy the
QoS requirements of the cell level, scheduling and buffer
management algorithms dynamically allocate communica-
tion bandwidth and buffer space appropriately.

In the end-system, flow requirements are modeled
through service class specifications with QoS constraints.
For example, in the audio video unit, the service class spec-
ification is in terms of JPEG, MPEG-I, MPEG-II video

and CD audio quality flows with QoS guarantees. QoS for
these classes is specified by a set of frame delay and loss
constraints.The methodology of characterizing network re-
sources is extended to the end-system to represent the ca-
pacity of multimedia devices. Using the concept of amul-
timedia capacity region, the problem of scheduling flows
in the end-system becomes identical to the real-time bin-
packing exercise of the network layer. The implementation
of XRM including key resource abstractions (viz. schedula-
ble and multimedia capacity region) is currently being real-
ized as part of abinding architecture[28] for open signaling,
control and management of multimedia networks.

3.3 OMEGA

During the past 3 years the University of Pennsylvania
has been developing an end-point architecture called the
OMEGA architecture [70]. OMEGA is the result of an inter-
disciplinary research effort that is examining the relationship
between application QoS requirements (which make strin-
gent resource demands) and the ability of local (the operating
system) and global resource management (combining com-
munication and remotely managed resources) to satisfy these
demands. The OMEGA architecture illustrated in Fig. 5 as-
sumes a network subsystem which provides bounds on delay,
errors and can meet bandwidth demands, and an operating
system which is capable of providing run-time QoS guar-
antees. The essence of the OMEGA architecture is resource
reservation and management of end-to-end resources. Com-
munication is preceded by a call setup phase, where applica-
tion requirements, expressed in terms of QoS parameters, are
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Fig. 5. OMEGA

negotiated, and guarantees are made at several logical levels,
such as between applications and the network subsystem, ap-
plications and the operating system, the network subsystem
and the operating system. This establishes customized con-
nections and results in the allocation of resources appropri-
ate to meet application requirements and operating system/
network capabilities. To facilitate this resource management
process, the University of Pennsylvania has also developed
a QoS brokerage model[88], which incorporates QoS trans-
lation, and QoS negotiation and re-negotiation (see [89] for
full details on similar work on QoS negotiation protocol at
University of Montreal).

3.4 int-serv architecture

The work by the Integrated Services (int-serv) Group [62]
of the Internet Engineering Task Force (IETF) is a signif-
icant contribution to providing controlled QoS for multi-
media applications over an integrated services internetwork.
The group has defined a comprehensive int-serv architec-
ture [62] and a QoS framework [79] used to specify the
functionality of internetwork system elements (known as el-
ements) which make multiple, dynamically selectable QoS
available to applications. The behavior of elements, which
constitute routers, subnetworks and end-point operating sys-
tems, is captured as a set of services, of which some or all
are offered by each element. Each element is QoS-aware
and supports interfaces required by the service definition
[62]. The concatenation of service elements along an end-
to-end data path provides an overall statement of end-to-end
QoS. The following int-serv services are offered in addi-
tion to best effort:(i) controlled delay, which attempts to
provide several levels of delay which the application can
choose from;(ii) predicated delay, which provides a statis-
tical delay bound similar to Tenet Group’s statistical service
[49] and the COMET Group’s guaranteed service [61]; and
(iii) guaranteed delay, which provides an absolute guaran-
teed delay bound.

Flows in an int-serv architecture are characterized by two
specifications: atraffic specification, which is a specification
of the traffic pattern which a flow expects to exhibit; and a
service request specification, which is a specification of the
QoS a flow desires from a service elements. The int-serv
architecture, which is restricted to the network but also ap-
plicable in the end-system, is comprised of four components
[62]:

Fig. 6. int-serv QM

• a packet scheduler, which forwards packets streams us-
ing a set of queues and timers;

• a classifier, which maps each incoming packet into a set
of QoS classes;

• an admission controller, which implements the admis-
sion control algorithm to determine whether a new flow
can be admitted or denied; and

• a reservation setup protocol(e.g., RSVP [48]), which is
necessary to create and maintain the flow-specific state
in the routers along the path of the flow.

In [80], Clark introduces some early work on aQuality-of-
Service Manager (QM)as part of the end-system int-serv ar-
chitecture. As illustrated in Fig. 6, the QM, which constitutes
a user interface, service agents and dispatcher, presents an
abstract management layer designed to isolate applications
from underlying details of the specific services provided by
a QoS-driven internet [62]. One motivating factor behind
the introduction of a QM is that applications can negotiate
desired QoS without needing to know the details of a spe-
cific network service described above. In this case, the QM
provides a degree of transparency, whereby applications ex-
press desired levels of QoS in application-oriented language
rather than using communication QoS specifics. The QM is
responsible for determining what QoS management capabil-
ities are available on the application’s communication path
and chooses the path best suited to the application.

3.5 QoS-A

The Quality-of-Service Architecture (QoS-A)[68] is a lay-
ered architecture of services and mechanisms for QoS man-
agement and control of continuous media flows in multiser-
vice networks. The architecture incorporates the following
key notions:flows, which characterize the production, trans-
mission and eventual consumption of single media streams
(both unicast and multicast) with associated QoS;service
contracts, which are binding agreements of QoS levels be-
tween users and providers; andflow management, which pro-
vides for the monitoring and maintenance of the contracted
QoS levels. The realization of the flow concept demands
active QoS management and tight integration between de-
vice management, end-system thread scheduling, communi-
cations protocols and networks.
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Fig. 7. QoS-A

In functional terms, the QoS-A (as illustrated Fig. 7) is
composed of a number of layers and planes. The upper layer
consists of a distributed-applications platform augmented
with services to provide multimedia communications and
QoS specification in an object-based environment [24]. Be-
low the platform level is an orchestration layer which pro-
vides jitter correction and multimedia synchronization ser-
vices across multiple related application flows [44]. Sup-
porting this is a transport layer which contains a range of
QoS-configurable services and mechanisms [34]. Below this,
an internetworking layer and lower layers form the basis for
end-to-end QoS support.

QoS management is realized in three vertical planes in
the QoS-A. The protocol plane, which consists of distinct
user and control subplanes, is motivated by the principle
of separation. QoS-A uses separate protocol profiles for the
control and media components of flows because of the differ-
ent QoS requirements of control and data. The QoS mainte-
nance plane contains a number of layer-specific QMs. These
are each responsible for the fine-grained monitoring and
maintenance of their associated protocol entities. For ex-
ample, at the orchestration layer [44], the QM is interested
in the tightness of synchronization between multiple related
flows. In contrast, the transport QM is concerned with intra-
flow QoS such as bandwidth, loss, jitter and delay. Based
on flow monitoring information and a user-supplied service
contract, QMs maintain the level of QoS in the managed
flow by means of fine-grained resource-tuning strategies.
The final QoS-A plane pertains to flow management, which
is responsible for flow establishment (including end-to-end
admission control, QoS-based routing and resource reserva-
tion), QoS mapping (which translates QoS representations
between layers) and QoS scaling (which constitutes QoS
filtering and QoS adaptation for coarse-grained QoS main-
tenance control).

3.6 OSI QoS framework

One early contribution to the field of QoS-driven architecture
is theOSI QoS Framework[67], which concentrates primar-

Fig. 8. OSI QoS framework

ily on QoS support for OSI communications. The OSI frame-
work broadly defines terminology and concepts for QoS and
provides a model which identifies objects of interest to QoS
in open system standards. The QoS associated with objects
and their interactions is described through the definition of
a set of QoS characteristics. The key OSI QoS framework
concepts include:

• QoS requirements, which are realized through QoS man-
agement and maintenance entities;

• QoS characteristics, which are a description of the fun-
damental measures of QoS that have to be managed;

• QoS categories, which represent a policy governing a
group of QoS requirements specific to a particular envi-
ronment such as time-critical communications; and

• QoS management functions, which can be combined in
various ways and applied to various QoS characteristics
in order to meet QoS requirements.

The OSI QoS framework (as illustrated in Fig. 8) is made
up of two types of management entities (viz.layer-specific
and system-wide entities) that attempt to meet the QoS re-
quirements by monitoring, maintaining and controlling end-
to-end QoS. The task of the policy control function is to
determine the policy which applies at a specific layer of an
open system. The policy control function models any prior-
ity actions that must be performed to control the operation
of the layer. The definition of a particular policy is layer-
specific and therefore cannot be generalized. Policy may,
however, include aspects of security, time-critical commu-
nications and resource control. The role of the QoS control
function is to determine, select and configure the appropri-
ate protocol entities to meet layer-specific QoS goals. The
system management agent is used in conjunction with OSI
systems management protocols to enable system resources
to be remotely managed. The local resource manager repre-
sents end-system control of resources. The system QoS con-
trol function combines two system-wide capabilities: to tune
performance of protocol entities and to modify the capability
of remote systems via OSI systems management. The OSI
systems management interface is supported by the systems
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Fig. 9. Tenet Architecture

management manager, which provides a standard interface
to monitor, control and manage end-systems. The system
policy control function interacts with each layer-specific pol-
icy control function to provide an overall selection of QoS
functions and facilities.

3.7 Tenet architecture

The Tenet Group at the University of California at Berke-
ley has developed a family of protocols [37, 49] which
run over an experimental wide-area ATM network. As il-
lustrated in Fig. 9, theTenent Architecture[84] includes a
Real-Time Channel Administration Protocol (RCAP) [51] in
addition to Real-Time Internet Protocol (RTIP), Continuous
Media Transport Protocol (CMTP) [37]. The former provides
generic connection establishment, resource reservation and
signaling functions for the rest of the protocol family. RCAP
spans the transport and network layers for overall resource
reservation and flow setup. CMTP is explicitly designed for
continuous media support. It is a lightweight protocol which
runs on top of RTIP and provides sequenced and periodic
delivery of continuous media samples with QoS control over
throughput, delays and error bounds. The Tenet Group makes
a distinction between deterministic and statistical guarantees
for hard real-time and continuous media flows [50], respec-
tively. In the deterministic case, guarantees provide a hard
bound on the performance of all cells within a session. Sta-
tistical guarantees promise that no more than x% of packets
would experience a delay greater than specified, or no more
that x% of cells might in a session might be lost.

3.8 TINA QoS framework

The TINA architecture is governed by the separation be-
tween telecommunication applications and the TINA Dis-
tributed Processing Environment (TDPE). The TDPE soft-
ware can be visualized as a distributed operating system
layer which supports the execution of telecommunication ap-
plications. Multimedia services offered by a provider utilize
the TDPE and underlying computing and communications
capabilities. The TINA QoS Framework [76] addresses the
specification and realization of QoS support for telecommu-
nications applications. The framework is partly based on the
ANSA [27] and CNET QoS Frameworks [26]. QoS spec-
ification is stated declaratively, using the notion ofservice

Fig. 10. MASI schematic

attributesas part of the computational specification. This has
been integrated into the TINA-ODL specification language
which provides extensions to OMG-IDL [75]. QoS mecha-
nisms have been specified as part of the TDPE specification
for QoS provision and QoS negotiation. These mechanisms
consider QoS mapping from the application level to the QoS
offered by the TDPE kernel and QoS degradation reports in
the case that the contracted QoS fails to meet its agreed
targets.

3.9 MASI end-to-end model

The CESAME Project [77] at Laboratoire MASI, Université
Pierre et Marie Curie, is developing an architecture for mul-
timedia communications which takes end-to-end QoS sup-
port as it primary objective. As with the QoS-A, the MASI
architecture (shown in Fig. 10) offers a generic QoS frame-
work to specify and implement the required QoS require-
ments of distributed multimedia applications operating over
ATM-based networks. The CESAME Project considers end-
to-end resource management which spans the host operating
system, host communication subsystem and ATM networks.
The research is motivated byi) the need to map QoS require-
ments from the ODP layer to specific resource modules in a
clean and efficient manner;ii) the need to resolve multime-
dia synchronization needs of multiple related ODP streams
[23]; and iii) the need to provide suitable communication
protocol support for multimedia services being developed at
Universit́e Pierre et Marie Curie.

3.10 End system QoS framework

At Washington University, Gopal and Purulkar [72] have
developed a QoS framework for providing QoS guarantees
within the end-system for networked multimedia applica-
tions. There are four components of the Washington Uni-
versity end system QoS framework as illustrated in Fig. 11:
QoS specification, QoS mapping, QoS enforcement and pro-
tocol implementation. QoS specification is at a high level
and uses a small number of parameters to allow applications
greater ease in specifying their flow requirements. Based on
QoS specification, QoS mapping operations derive resource
requirements for each end-to-end application session. Impor-
tant system resources considered in [72] include the CPU,
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Fig. 11. End system QoS framework

memory and network. The third component of the frame-
work is QoS enforcement. QoS enforcement is mainly con-
cerned with providing real-time processing guarantees for
media transfer. A real-time upcall (RTU) facility [81] has
been developed for structuring protocols. RTUs are sched-
uled using a rate-monotonic policy [12] with delayed pre-
emption that takes advantage of the iterative nature of pro-
tocol processing to reduce context-switching overhead and
increase end-system scheduling efficiency. The final compo-
nent of the framework is an application-level protocol imple-
mentation model. Protocol code is structured as RTUs with
attributes that are derived from high-level specifications by
QoS mapping operations.

4 Comparison

In this section, we present a simple qualitative comparison of
the QoS architectures survey in Sect. 3. We use the elements
of the generalized QoS framework (described in Sect. 2) as
a basis for the comparison summarized in Table 1.

5 Discussion

All QoS architectures surveyed in Sect. 3 consider QoS
specification (e.g., services contracts, flow specs, and ser-
vice and traffic classes, etc.) to be fundamental in captur-
ing application-level QoS requirements. Although there is
a broad consensus on the need for aflow specwhich cap-
tures quantitative performance requirements, there exist two
schools of thought on what it should be. On the one hand,
XRM and ATM [53] solutions are based on a flow spec
that is made up of one or two QoS parameters that iden-
tify a traffic class and an average bandwidth. On the other
hand, the Tenet, QoS-A and OMEGA architectures adopt a
multivalued flow spec (cf. RFC1633, ST-II, RSVP, HieTS).
Although both of these proposals seem similar, philosophi-
cally they are rather different in practice. The COMET group
[28] argues that, by limiting a flow spec to a set of well-
defined services in the end-system and traffic classes in the
network, complexity in the end-system and network is more
manageable. In contrast, Tenet, QoS-A and OMEGA archi-
tectures consider such an approach unnecessarily limiting.
These groups argue that, by defining a set of discrete QoS
classes, applications may be unduly constrained to conform
to a QoS class which may not meet the desired application-
level QoS requirements.

Level of service (Sect. 2.2) expresses the degree of cer-
tainty that the QoS levels specified in a flow spec will
be honored. Each architecture offers a different set of ser-
vices to applications. For example, the Washington Univer-
sity QoS Framework supports three application classes to
which it maps application-level flows. These include: i)an
isochronous class, which is suitable for continuous media
flows; ii) a burst class, which is appropriate for bulk data
transfer; and iii)a low-delay class, which is suitable for ap-
plications that require a small response time such as an RPC
request. The Washington QoS Framework assumes that all
applications fall into one of these three general application
classes. While all architectures provide services based on
both hard (i.e., guaranteed service) and soft (i.e., best effort)
QoS guarantees, it is difficult to determine which set opti-
mally covers the application base. Additional services found
in the literature include the predicted service (IETF), statis-
tical service (Tenet, XRM and Heidelberg) and the available
bit rate service (ATM Forum).

With the exception of the IETF work (which uses RSVP
maintained state), all architectures advocate connection-
oriented or ‘hard-state’ solutions to network-level QoS pro-
vision; that is, hard state couples path establishment and
resource reservation. Work in the IETF on an integrated ser-
vices architecture (using RSVP and IPv6 flows) described in
Sect. 3.4 assumes that network-level QoS guarantees can be
built using a ‘soft-state’ approach; that is, no explicit connec-
tion is established but flows traverse intermediate routers on
paths that are temporarily (i.e., network state is timed out and
periodically refreshed) established. In this instance, path es-
tablishment and resource reservation are decoupled. It is ar-
gued that a soft-state approach provides better scalability, ro-
bustness, and eradicates the round-trip call setup time found
in connection-oriented approaches. In [66], Turner suggests
a hybrid approach calledATM-soft, which benefits from the
use of soft state in a native ATM environment. It is still too
early to determine which approach is more suitable for future
QoS architectures, given the need to support both high-end
(e.g., telesurgery and time-critical applications) and low-end
(e.g., video conferencing and audio tools) multimedia appli-
cations.

Commonalities exist between QoS control and manage-
ment strategies found in the end-system and network: e.g.,
admission control, resource management, scheduling mecha-
nisms. The extent to which network-level QoS mechanisms
are applicable in the end-systems (or vice versa) remains
an open issue. End-system and network devices can be
modelled in a similar way: the only real difference is the
overall goal that end-system or network devices are set to
achieve. For example, the XRM models the end-system as
a virtual switch [28] and a set of configurable multime-
dia devices based on a DAN architecture [16]. It is evi-
dent that commonalities exist between scheduling strategies
found in switches/routers and end-system operating systems
(e.g., fair-share techniques can be found in the end-system
and network switches/routers). This seems encouraging in
the first instance. A counter argument, however, is that end-
systems have fundamentally different scheduling goals than
routers and switches. End-systems schedule a wide variety
of both isochronous (e.g., continuous media flows) and asyn-
chronous (e.g., RPCs) work, whereas switches and routers
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Table 1. Comparison of QoS architectures

QoS

framework QoS
elements QoS provision QoS control management

Flow Adm.
Spec and Control/ E2Ea Flow Monitor QoS

QoS QoS Resource Coordi- Flow Flow Flow QoS Synchro- ing/ Mainte-
Models Mapping allocation nation Scheduling Shaping Control Filtering nization Alerts nance

XRM [28] EN EN (E)N (E)N - N - - N -
QoS-A [68] EN E(N) EN E(N) E (E) (E)N E EAD ENRS
ISO [67] (E)(N) EN EN - - - - - EN EN
Heidelberg [71] (E)N EN EN E(N) (E) (N) N - ED ERS
TINA [76] (E) (N) N - - - - (N) (N) -
IETF [62] EN - E - - - - - EN ENR
Tenet [84] EN N N N N (E) N - ED ERS
MASI [77] E(N) E(N) E E - - - E E E
OMEGA [70] E,(N) E,(N) E(N) E(N) E E - - E ER
WashU [72] E E E E - - - - ER

a The term “E2E coordination” refers to the coordination of end-system and network resources for flows. This could be provided by a resource reservation
protocol (e.g., RSVP [48]), connection setup protocol (e.g., RCAP [51]) or signaling protocol (e.g., UNI 4.0 [53]).

The legend for the comparison table is as follows:
- “not addressed”
E/N “addressed in detail in the end-system/network”
(E)/(N) “mentioned only in the end-system/network”
R “QoS renegotiation addressed in detail”
(R) “QoS renegotiation mentioned only”
S “QoS scaling addressed in detail”
D “QoS degradation addressed in detail”
(D) “QoS degradation mentioned only”
A “QoS availability in detail”

are mainly involved with switching/routing of cells/packets.
This means that in the end-system application execution
times (i.e., a quantum [34] of work as illustrated in Fig. 2)
can vary widely (e.g., uncompressing a video flow is compu-
tationally more intensive than displaying video to a screen).
In contrast, switch and router schedulers are generally mov-
ing packets/cells from queues to ports or vice versa and are
optimized for that task. Therefore, techniques resident in
switches (such as HRR [58]) may be inappropriate in host
operating systems.

6 Conclusion

In this paper, we have argued that multimedia systems
designers should adopt an end-to-end approach to meet
application-level QoS requirements. To meet this challenge
we have proposed a generalized QoS framework that is mo-
tivated by five design principles; that is, the principles of
transparency, integration, separation, multiple time scales
and performance. Elements of our generalized framework
include QoS specification and static and dynamic QoS man-
agement. We have summarized and evaluated key research
in QoS architectures for distributed systems and discussed
some of the issues that emerged during a comparison of the
existing QoS architectures. The work presented in this sur-
vey represents a growing body of research which is laying
the foundations for future QoS programmable multimedia
platforms [28, 91]. While the area of QoS research in mul-
timedia networking is mature [1], work on QoS architecture

remains in its early stages of development with no substan-
tial implementation results having been published to validate
the approach. Given that, the work presented in this paper
contributes towards a qualitative understanding of the key
principles, services and mechanisms needed to build QoS
into distributed multimedia systems.
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