Homework 3
Due Friday, 4/22/11

Please turn in your homework solutions before the beginning of class on the due date. For programs provide listings and drop the code in the HW 3 drop box on Blackboard.

1. (10 points) **Parse Graph**
   Use the parse graph below to calculate the Haskell type for the function
   \[ f (g, h) = g(h) + 2; \]
   Be sure to show your work!

2. (10 points) **Type Inference to Detect Race Conditions**
The general techniques from our type inference algorithm can be used to examine other program properties as well. In this question, we look at a non-standard type inference algorithm to determine whether a concurrent program contains race conditions. Race conditions occur when two threads access the same variable at the same time. Such situations lead to non-deterministic behavior, and these bugs are very difficult to track down since they may not appear every time the program is executed. For example, consider the following program, which has two threads running in parallel:

\[
\begin{align*}
\text{Thread 1:} & & \text{Thread 2:} \\
& t1 := !\text{hits}; & & t2 := !\text{hits}; \\
& \text{hits} := !t1 + 1; & & \text{hits} := !t2 + 1;
\end{align*}
\]

In the above code, ":=" is used for assignment, "!" is used to extract the value of a variable. Thus \( x := !x + 1 \) increases the value of variable \( x \) by 1.

Since the threads are running in parallel, the individual statements of Thread 1 and Thread 2 can be interleaved in many different ways, depending on exactly how quickly each thread is allowed to execute. For example, the two statements from Thread 1 could be executed before the two statements from Thread 2, giving us the following execution trace:

\[
\begin{align*}
\text{hits} & = 0 \\
\text{t1} & := !\text{hits} \quad & \text{hits} & := !\text{t1} + 1 \quad & \text{t2} & := !\text{hits} \quad & \text{hits} & := !\text{t2} + 1 \\
\text{hits} & = 1 \\
\text{t2} & := !\text{hits} \quad & \text{hits} & := !\text{t1} + 1 \quad & \text{t1} & := !\text{hits} \quad & \text{hits} & := !\text{t2} + 1 \\
\text{hits} & = 2
\end{align*}
\]

After all four statements execute, the \text{hits} counter is updated from zero to 2, as expected. Another possible interleaving is the following:

\[
\begin{align*}
\text{hits} & = 0 \\
\text{t2} & := !\text{hits} \quad & \text{hits} & := !\text{t2} + 1 \quad & \text{t1} & := !\text{hits} \quad & \text{hits} & := !\text{t1} + 1 \\
\text{hits} & = 1 \\
\text{t1} & := !\text{hits} \quad & \text{hits} & := !\text{t2} + 1 \quad & \text{t2} & := !\text{hits} \quad & \text{hits} & := !\text{t1} + 1 \\
\text{hits} & = 2
\end{align*}
\]

This again adds 2 to \text{hits} in the end. However, look at the following trace:

\[
\begin{align*}
\text{hits} & = 0 \\
\text{t1} & := !\text{hits} \quad & \text{hits} & := !\text{t1} + 1 \quad & \text{t2} & := !\text{hits} \quad & \text{hits} & := !\text{t2} + 1 \\
\text{hits} & = 1 \\
\text{t2} & := !\text{hits} \quad & \text{hits} & := !\text{t1} + 1 \quad & \text{t1} & := !\text{hits} \quad & \text{hits} & := !\text{t2} + 1 \\
\text{hits} & = 1
\end{align*}
\]

This time, something bad happened. Although both threads updated \text{hits}, the final value is only 1. This is a race condition: the exact interleaving of statements from the two threads affected the final result. Clearly, race conditions should be prevented since it makes ensuring the correctness of programs very difficult. One way to avoid many race conditions is to protect shared variables with mutual exclusion locks. A lock is an entity that can be held by only one thread at a time. If a thread tries to acquire a lock while another thread is holding it, the thread will block and wait until the other thread has released the lock. The blocked thread may acquire it and continue at that point. The program above can be written to use lock 1 as follows:

\[
\begin{align*}
\text{Thread 1:} & & \text{Thread 2:} \\
& \text{synchronized(1) \{ & & \text{synchronized(1) \{} \\
& \text{\quad t1 := \text{!hits};} & & \text{\quad t2 := \text{!hits};} \\
& \text{\quad \text{hits} := \text{!t1} + 1;} & & \text{\quad \text{hits} := \text{!t2} + 1;} \\
& \text{\} \} \\
\end{align*}
\]
The statement “synchronized(l) { s }” acquires lock l, executes s, and then releases lock l. There are only two possible interleavings for the program now:

\[
\begin{align*}
\text{hits} &= 0 \quad \text{t1 := !hits} \quad \text{hits} = 0 \quad \text{hits := !t1 + 1} \quad \text{hits} = 1 \quad \text{t2 := !hits} \quad \text{hits} = 1 \quad \text{hits := !t2 + 1} \quad \text{hits} = 2 \\
\text{and} \\
\text{hits} &= 0 \quad \text{t2 := !hits} \quad \text{hits} = 0 \quad \text{hits := !t2 + 1} \quad \text{hits} = 1 \quad \text{t1 := !hits} \quad \text{hits} = 1 \quad \text{hits := !t1 + 1} \quad \text{hits} = 2
\end{align*}
\]

All others are ruled out because only one thread can hold lock l at a time. Note that while we use assignable variables inside the synchronized blocks, the names we use for locks are constant. For example, the name l in the example program above always refers to the same lock.

Our analysis will check to make sure that locks are used to guard shared variables correctly. In particular, our analysis checks the following property for a program P:

For any variable y used in P, there exists some lock l that is held by the current thread every time y is accessed.

In other words, our analysis will verify that every access to a variable y will occur inside the synchronized statement for some lock l. Checking this property usually uncovers many race conditions.

Let’s start with a simple program containing only one thread:

Thread 1:

synchronized (m) {
    a := 3;
}

For this program, our analysis should infer that lock m protects variable a.

As with standard type inference, we proceed by labeling nodes in the parse tree, generating constraints, and solving them.

**Step 1:** Label each node in the parse tree for the program with a variable. This variable represents the set of locks held by the thread every time execution reaches the statement represented by that node of the tree. Note that these variables keep track of sets of locks names, and NOT types, in this analysis.

Here is the labeled parse tree for the example:
**Step 2:** Generate the constraints using the following four rules:

(a) If \( S \) is the variable on the root of the tree, then \( S = \emptyset \).
(b) For any subtree matching the form

\[
\text{sync: } R
\]

\[
\begin{align*}
I : & T \\
& \downarrow \\
e : & S \\
\end{align*}
\]

we add two constraints:

\[
\begin{align*}
T &= R \\
S &= R \cup \{1\}
\end{align*}
\]

(c) For any subtree matching the form

\[
\text{ANY: } R
\]

\[
\begin{align*}
e : & T \\
& \downarrow \\
e' : & S \\
\end{align*}
\]

where ANY matches any node other than a sync node, we add two constraints:

\[
\begin{align*}
T &= R \\
S &= R
\end{align*}
\]

(d) To determine \( \text{lock}_y \), the lock guarding variable \( y \), add the constraint

\[
\text{lock}_y \in S
\]

for each node \( y : S \) or \( !y : S \) in the tree. In other words, require that \( \text{lock}_y \) be in the set of locks held at each location \( y \) is accessed.

Here are the constraints generated for the example program:

\[
\begin{align*}
S1 &= \emptyset & \text{ (rule 2a)} \\
S2 &= S1 & \text{ (rule 2b)} \\
S3 &= S1 \cup \{m\} & \text{ (rule 2b)} \\
S4 &= S3 & \text{ (rule 2c)} \\
S5 &= S3 & \text{ (rule 2c)} \\
\text{lock}_a &\in S4 & \text{ (rule 2d)}
\end{align*}
\]
**Step 3:** Solve the constraints to determine the set of locks held at each program point and which locks guard the variables:

\[
\begin{align*}
S_2 & = S_1 = \emptyset \\
S_3 & = S_4 = S_5 = \{m\} \\
\text{lock}_a & \in \{m\}
\end{align*}
\]

Clearly, \text{lock}_a is \text{m} in this case, exactly as we expected.

You will now explore some aspects of this analysis:

(a) Here is another program and corresponding parse tree:

```
Thread 1:
  synchronized (l) {
    synchronized (m) {
      a := 4;
      b := !a;
    }
    b := 33;
  }
```

[Parse tree image]

Compute \text{lock}_a and \text{lock}_b using the algorithm above. Explain why the result of your algorithm makes sense.

(b) Let’s go back to the original example, but change Thread 2 to use a different lock:
Thread 1:
synchronized(l) {
synchronized(m) {
t1 := !hits;
hits := !t1 + 1;
}
t2 := !hits;
hits := !t2 + 1;
}

Thread 2:
synchronized(m) {
t2 := !hits;
hits := !t2 + 1;
}

Compute lock_t1, lock_t2, and lock_hits, using the algorithm above. Since there are two threads in the program, you should create two parse trees, one for each thread. Explain the result of your algorithm.

3. (10 points) **Type Inference and Bugs**

What is the type of the following Haskell function:

\[
\begin{align*}
\text{append } [] & \text{ ys } = \text{ ys} \\
\text{append } (x:xs) & \text{ ys } = \text{ append } xs \text{ ys}
\end{align*}
\]

Write one or two sentences to explain succinctly and informally why append has the type you give. This function is intended to append one list onto another. However, it has a bug. How might knowing the type of this function help the programmer to find the bug?

4. (15 points) **Dynamic Typing in ML**

Please do problem 6.11 from Mitchell, page 160, except write your solution in Haskell, rather than ML. You should use the following to define your type LISP:

\[
\text{data LISP = Nil | Symbol String | Number Int | Cons LISP LISP | Function LISP LISP deriving (Eq,Show)}
\]

For part c, assume that car returns nil when applied to anything other than a Cons cell.

5. (25 points) **Parsing Tuples**

Given the following BNF:

\[
\begin{align*}
<\text{exp}> & ::= ( <\text{tuple}> ) | a \\
<\text{tuple}> & ::= <\text{tuple}> , <\text{exp}> | <\text{exp}>
\end{align*}
\]

(a) Draw the parse tree for ((a,a),a,(a)).

(b) Write a lexer for terms of this form. The tokens are simply “a”, “(”, “)”, and “,”. The tokens generated by the lexer should be from the following type:

\[
\text{data Tokens = AToken | LParen | RParen | Comma | Error String | EOF deriving (Eq,Show)}
\]

where EOF marks the end of the token list. The main lexer function should be of the form:

\[
\text{getTokens :: [Char] } \rightarrow \text{ [Tokens]}
\]
As an example, you should get the following results when testing `getTokens`:

```haskell
*Main> getTokens "((a,a),a,(a,a))"
[LParen,LParen,AToken,Comma,AToken,RParen,Comma,AToken,Comma,LParen,AToken,Comma,AToken,RParen,RParen,EOF]
```

(c) An alternative grammar for the above language in EBNF is

```
<exp> ::= ( <tuple> ) | a
<tuple> ::= <exp> {, <exp> }*
```

where the * means the items in angle brackets repeat 0 or more times.

The following definition can be used to represent abstract syntax trees of the expressions generated by the grammar above:

```haskell
data Exp = A | AST_Tuple [Exp] | AST_Error String deriving (Eq,Show)
```

[The last item is simply there to handle the case of errors.] Thus the tuple (a,a,a) would be represented as `AST_Tuple [A,A,A]`, while the term in part (a) would be represented as `AST_Tuple [AST_Tuple [A,A],A,AST_Tuple [A,A]]`.

Write a parser `parse` using the combinators in `Parser68.hs` to parse the tokens into an abstract symbol tree.

where `parse` is the function invoked on the input string. E.g.,

```haskell
*Main> parse "((a,a),a,(a,a))"
Just(AST_Tuple [AST_Tuple [A,A],A,AST_Tuple [A,A]], [])
```

Note: Your functions `getTokens` and `parse` can go in the same file, and you do not need to worry about creating a main program.

6. (20 points) **Adding `let` to PCF**

The version of the PCF lexer and parser that I gave you does not handle the `let` statement that is included in the BNF: `let x = e1 in e2 end`. Modify `PcfLexer.hs` and `ParsePCF.hs` to handle this type of expression. This will require adding four additional `Token` constructors in `PcfLexer.hs`, but you should not add any new `Term` constructors in `ParsePCF.hs`. (Hint - how is a `let` similar to a function call?)

**Extra Credit** - The grammar requires parentheses around function definitions and applications. Modify the parser so that parentheses are optional, but can surround any expression or application.