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SECTION 1

INTRODUCTION

The Goals of Computer Language Design

The universe and its reflection in the ideas of man have wonderfully complex structures. Our ability to comprehend this complexity and perceive an underlying simplicity is intimately bound with our ability to symbolize and communicate our experience. The scientist has been free to extend and invent language whenever old forms became unwieldy or inadequate to express his ideas. His readers however have faced the double task of learning his new language and the new structures he described. There has therefore arisen a natural control: a work of elaborate linguistic inventiveness and meager results will not be widely read.

As the computer scientist represents and manipulates information within a machine, he is simulating to some extent his own mental processes. He must, if he is to make substantial progress, have linguistic constructs capable of communicating arbitrarily complicated information structures and processes to his machine. One might expect the balance between linguistic elaboration and achieved results to be operable. Unfortunately, the computer scientist, before he can obtain his results, must successfully teach his language to one particularly recalcitrant reader: the computer itself. This teaching task, called compiler writing, has been formidable.

Consequently, the computing community has assembled, under the banner of standardization, a considerable movement for the acceptance of
a few committee-defined languages for the statement of all computer processes. The twin ideals of a common language for programmers and the immediate interchangibility of programs among machines have largely failed to materialize. The main reason for the failure is that programmers, like all scientists before them, have never been wholly satisfied with their heritage of linguistic constructs. We hold that the demand for a fixed standard programming language is the antithesis of a desire for progress in computer science. That the major responsibility for computer language design should rest with the language user will be our central theme.

The reduction of compiler writing to a task that a language user might reasonably wish to undertake is the major technical obstacle. We are not alone in our desire to simplify compiler writing [4, 7, 17, 22, 25] and we must justify our particular approach in some detail.

We postulate the existence of a set of basic concepts common to all computing tasks. A language which includes just the basic concepts we will call a kernel language. The implementation of a compiler for a kernel language we will call an extendable compiler. We do not expect agreement on what constitutes the set of basic concepts or on the best kernel language to represent them. We do hope that our kernel language will be noncontroversial enough that the user will not be seriously hampered in building a language to suit his needs.

Our first claim is that modifying an extendable compiler is easier than building a compiler from first principles. The primary reason for this is that the user of an extendable compiler can largely ignore the details of such mechanisms as text scanning, syntactic analysis and program loading while concentrating on translating his forms (syntax) into
his meaning (semantics). In many compiler systems the mechanisms for
syntactic and semantic analysis, scanning, building tables and code
production are inextricably entwined, making a change to any one of them
hazardous, even for the expert. In our extendable compiler such functions
are cleanly separated, both conceptually and physically in the text of
the compiler program.

Our second claim involves the syntactic description of the user’s
language. We demand a phrase structure grammar (BNF, Backus-Naur Form,
Chomsky type II, context free, etc.) from which a syntax preprocessor
generates syntactic recognition tables for physical insertion into the
compiler. We can show that if the syntax preprocessor accepts the phrase
structure grammar without complaint, then the syntactic analyzer in the
compiler will always function correctly. In short, we can prevent even
the naive user from blundering into an ambiguous or otherwise ill-defined
grammar.

Finally, we claim that the kernel language is a powerful and concise
base upon which to build.

Review of the Literature and Summary

We assume (for the moment) the reader is familiar with the notion
of a context-free grammar. The central problem in writing a compiler for
a language described by a context-free grammar is the construction of an
algorithm which will efficiently discover the grammatical structure of
an arbitrary input text. And the basic step in a parsing algorithm is
the identification of a substring in the text which, when replaced by
application of a rewriting rule, brings us closer to goal of an analyzed
text.
A string is a candidate for rewriting if it is identical to the right-hand side of a rewriting rule. If two or more candidates for rewriting overlap, then at most one of the rewritings can lead to a correct analysis. In Bounded Context Syntactic Analysis, Floyd explores the possibility of making the decision by examining a fixed number of characters to the left and right of the candidate. A grammar for which such a decision is always possible is called a bounded context. Floyd shows that, if we chose the left and right bounds, we can determine if a given grammar is of bounded context, for the chosen bounds. The construction of a parsing algorithm then simply demands the construction of tables for the relevant contexts.

We immediately discover two difficulties. First, straightforward application of the ideas for a practical language results in tables of impractical size. Floyd points out several simplifications based on particular algorithms (such as a left-to-right scan of the text). But the main difficulty is that the amount of table required for the hardest decision is required for all decisions. Second, there are three decisions involved: where is the left end of the candidate, where is the right end, and what may we substitute for it. As might be expected, the bounds for the individual decisions are usually smaller than those of Floyd, resulting in a reduction of the table size.

In Syntactic Analysis and Operator Precedence, Floyd presents a particular algorithm for making the parsing decisions. The algorithm is not properly a parsing algorithm since it skips some steps in the analysis thus failing to give the complete structure of the text under consideration. It is on the other hand more efficient for skipping them. The compiler
writer must in each case decide whether the analysis provided is sufficiently complete. We also come immediately to face the problem that for some purposes the class of grammars acceptable to the algorithm is too restricted.

In Ruler: A Generalization of Algol 60, and its Formal Definition, Wirth and Weber modify Floyd's algorithm to remove some of the restrictiveness on the acceptable grammar and also expand it into a proper analysis algorithm. No progress is made in reducing the size of the tables demanded by expanding the context.

In this paper we explore the implications of splitting the parsing decision into its three components. For context bounds of $(1,1)$ the allowed grammars turn out to be identical to those of Wirth and Weber. For bounds of $(2,1)$ for finding the left boundary, bounds of $(1,2)$ for finding the right boundary and $(0,0)$ for choosing the result of the rewriting we find a substantial improvement in the table size but they are still impractically large.

Also in Ruler ... we find that not only the form of the language but also the sequence of parsing steps is significant in the design of a compiler. The sequence of steps proceeding strictly from left to right in the text is called the canonical parse. The canonical parse turns out to be a natural vehicle for describing the sequence of execution in the compiled program as well as for proving a given class of grammars unambiguous.

In language design we attempt two goals: to present a language simpler and more powerful than Ruler, and to make the defining mechanism sufficiently simple so that the language user can change the language to suit his needs.
Our first action is to equate those constructs in other languages that are conceptually similar but take different forms (switches, procedures and name parameters) (lists, blocks, compound statements, parameter lists, iteration lists). Our second step is to integrate the concept of a list-valued constant into the language structure itself.

We describe the resulting language and compiler in some detail.
SECTION 2

COMPUTER LANGUAGE DEFINITION

Production Grammars

As can be seen by examining Table 1, there is little unanimity among authors regarding the formalisms for the description of production grammars. While our notation adheres closely to the consensus, our readers may wish to refer to the table for a more familiar terminology.

We define three primitive entities: (1) the vocabulary $V$, a finite set of elements called symbols, (2) a null string of symbols, $\lambda$ and (3) the operation of catenation between strings and symbols denoted by juxtaposition. In terms of the primitive entities we make the following definitions:

$$V^* = \{x | x = \lambda \text{ or } (3y)(3y), \ y \in V^*, \ y \in V, \ x = y\lambda\}$$

is the set of all strings that can be formed from the elements of set $V$. Note that we have used lower case latin letters to denote members of $V^*$ and upper case latin letters to denote members of $V$. This convention is extremely useful and we will adhere to it henceforth, usually without explicit reminder.
<table>
<thead>
<tr>
<th>Author</th>
<th>vocabulary of alphabet</th>
<th>distinguished symbol</th>
<th>terminal symbols</th>
<th>nonterminal symbols</th>
<th>strings</th>
<th>productions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chomsky</td>
<td>V S V_H V_T Σ E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nickel &amp; Paul</td>
<td>A Z Σ (A) E</td>
<td>A</td>
<td>1:1</td>
<td>a</td>
<td>Π</td>
<td></td>
</tr>
<tr>
<td>Ginsburg</td>
<td>V Σ Σ(Σ) E</td>
<td>E</td>
<td>a</td>
<td>Π</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greibach</td>
<td>I U T X T I</td>
<td>A</td>
<td>a</td>
<td>Π</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Floyd</td>
<td>V S T NTG V_T E</td>
<td>A</td>
<td>a</td>
<td>Π</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knuth</td>
<td>I U T S T I (U,T)* E</td>
<td>E</td>
<td>a</td>
<td>Π</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wirth &amp; Weber</td>
<td>V A Ø V_H Ø V* E</td>
<td>A</td>
<td>E</td>
<td>Π</td>
<td></td>
<td></td>
</tr>
<tr>
<td>McKeeman</td>
<td>V G V_T V_H V* E</td>
<td>A</td>
<td>E</td>
<td>Π</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*The arrows of Nickel and Paul, like those of Gilbert [10], have the sense of reduction as opposed to the more standard sense of production.*
A production, is an ordered pair with both \( l, r \in \mathcal{V}^* \). We call \( l \) the left of the production, \( r \) the right of the production and read the production as \( l \) produces \( r \).

\( \mathcal{P} \) is a finite set of productions. \( \mathcal{V}_L = \{ (2x)(2y)(3z) \mid xuz \rightarrow x \in \mathcal{P} \} \) is the set of symbols on the left in \( \mathcal{P} \). \( \mathcal{V}_R = \{ (2x)(2y)(3z) \mid x \rightarrow yuz \in \mathcal{P} \} \) is the set of symbols on the right in \( \mathcal{P} \).

\( \mathcal{V}_T = \mathcal{V}_R - \mathcal{V}_L \) is the set of terminal symbols. \( \mathcal{V}_N = \mathcal{V} - \mathcal{V}_T \) is the set of nonterminal symbols. \( \mathcal{V}_G = \mathcal{V}_L - \mathcal{V}_R \) is the set of symbols appearing only on the left in productions.

We denote \( \mathcal{V}_G \) as the set of goal symbols. If \( l \rightarrow r \) is in \( \mathcal{P} \), then for any \( x \) and \( y \) we may write \( xly \rightarrow xry \) and read \( xly \) directly produces \( xry \), or \( xry \) directly reduces to \( xly \). We immediately note that for every production, the left of the production directly produces the right of the production. We regard each production as a rewriting rule allowing the substitution of the right of the production for any occurrence of the left of the production in any string. If a string is in \( \mathcal{V}_T^* \) then there can be no applicable production and the process of production must halt, hence the name terminal symbols is applied to \( \mathcal{V}_T \).

One may also regard a production as a rewriting rule in the direction opposite to the arrow. In that case the rule would be called a reduction. In simplest terms, we would think of speaking as involving actions of production and listening as involving actions of reduction. It will be convenient to phrase our theorems in terms of productions while our programs are capable only of reductions.
If \( y = x_1 \to x_2 \to x_3 \to \ldots \to x_n = z \) for \( n \geq 1 \), then we write \( y \Rightarrow z \) and read \( y \) \textit{produces} \( z \) or \( z \) \textit{reduces to} \( y \).

If we write \( y \Rightarrow z \) we mean \( y \Rightarrow z \) with \( n > 1 \).

The set \( D_S(p) = \{ x \mid (G, G \in V_G, G \Rightarrow x) \} \) is the set of \textit{strings derivable in} \( P \).

\[ L(p) = D_S(p) \cap V^*_G \] is called the \textit{language defined by} \( P \). The members of \( L(p) \) are called the \textit{sentences of the language}. Note that it is the \textit{sentences} that can be written as text and we need be concerned only with the analysis of sentences.

Since a language is fully determined by the set of its productions \( P \), we will refer to the set of productions as the \textit{grammar} \( P \). We lose the generality of being able to select a single member of \( V_G \) as the distinguished symbol, but the loss does not affect our considerations since we have other reasons to restrict \( V_G \) to a single unique member.

For example: Let

\[ P = \{ G \to X, X \to XX, X \to Y \} . \]

Then:

\[ V = \{ G, X, Y \} , \]
\[ V_G = \{ Y \} , \]
\[ V_H = \{ G, X \} , \]
\[ V_D = \{ G \} , \]
\[ Y^* = \{ \Lambda, G, X, Y, GG, GX, GY, XG, \ldots \text{ etc.} \} , \]
\[ U^*_G = \{ \Lambda, Y, YY, YYY, \ldots \text{ etc.} \} , \]
\[ L(p) = \{ Y, YY, YYY, \ldots \text{ etc.} \} . \]

\[ G \to X \to XX \to XXX \to XXY \to XYY \to YYY \]

is an explicit demonstration of the fact that \( G \) produces the string \( YYY \) (\( G \Rightarrow YYY \)).
We now direct our attention to a subset of production grammars, called phrase structure grammars, in which the form of the productions is restricted to $L \rightarrow r$.\(^1\)

We will also assume two additional restrictions:

1. $V_0$ has a single element; we will designate it by $S$.
2. $V_1$ such that $X \in V_0$, $t \in V_1$ and $X \Rightarrow t$.

The alternative to restriction (1) is to distinguish one member of $V_0$ explicitly in the description of the language. We reject this for two reasons: First, the productions describing the other members of $V_0$ can be discarded since they can never be used in an analysis; Second, we like to be able to test the productions for the existence of a unique goal as a check against programmer errors.

Restriction (2) excludes grammars that give rise to derivations that can never terminate in a sentence. It happens that condition (2) is also required to prove the equivalence of simple precedence grammars and symbol pair grammars (see page 27).

The Canonical Parse

If $xYz \rightarrow xyz$ and $z \in V_0$, then we call the ordered pair $(xYz, xyz)$ a canonical parsing step (abbreviated CPS). Note that it is the rightmost nonterminal symbol (RNS) that is replaced in a CPS. If every step in $s \Rightarrow t$ is a CPS, we call the sequence of steps a canonical parse. A CPS induces a partition $(xyz)$ on the unreduced text.

\(^1\)Note that we imply $L \in V$ and $r \in V^*$ by our conventions on upper and lower case.
Knuth calls the segment \( y \) the handle [16] which unfortunately conflicts with Greibach's term handle [12]. Wirth and Weber [25] call \( y \) the leftmost reducible substring which implies a relation that we do not wish to pursue. We will give \( y \) the name canonically reducible string and abbreviate it CRS. For a particular CRS, the CRS is well defined.

If we view the CRS in the sense of production, we see that zero or more symbols are added to the terminal string to the right of the rightmost nonterminal symbol. Therefore the length of the string \( z \) of terminal symbols is a monotonic function of the number of canonical parsing steps. Now viewed as a reduction, we see that the canonical parse infers exactly the same order of productions as required by a left-to-right scan of the sentence.

Because of its relation to left-to-right parsing algorithms, the concept of a canonical parse has appeared in many forms. It was first explicitly named in [5] and [25] independently.

A sentence which has two essentially different structures is called ambiguous. Formally, a sentence is unambiguous if and only if it has a unique canonical parse. Furthermore, a language containing an ambiguous sentence is ambiguous; a grammar defining an ambiguous language is ambiguous.

The reader should verify that the grammar, language and sentence in the preceding example are formally ambiguous according to our definition.
The Parsing Function

The problem of parsing a text $t$ reduces to finding, at each stage, the string $t_i$ so that $t_i \rightarrow t_{i-1}$ is a CFG. If a sentence $t$ is unambiguous then we see immediately that each intermediate stage of its derivation is unambiguous. In particular, we note that for all $i$, $t_i$ is uniquely determined by $t_{i-1}$ alone.\(^*\) We can therefore infer the existence of a uniquely valued parsing function $P$ such that $P(t_{i-1}) = t_i$.

The following algorithm is the complete solution to the problem of parsing an unambiguous sentence.

```
START

$\text{t := input text; G := goal;}$

$\text{t := P(t);}$

\text{false}

$\text{t = G ?}$

\text{true}

STOP
```

The assured existence of the function $P$ is, however, of little use in constructing a translator. The only way to compute its values in general is to parse the sentence $t$ and record the results in a table (which rather begs the question).

\(^*\) For otherwise we would have two canonical parses of $t$.
It is surprising to find that for a restricted set of phrase structure grammars, we can find economical ways of computing the parsing function. Two \((7,25)\) have been previously published. A third way, and some steps toward a fourth are presented below. Except that Floyd’s algorithm skips some GRS, all are special cases of the following detailed breakdown of an algorithm to compute the function \(P\).

\(P_1\), \(P_2\), and \(P_3\) are functions of three string-valued variables \(x\), \(y\) and \(z\). For the moment we will underline program variables to distinguish them from values with the same name but derived from the canonical parse. If the cationation \(xyz\) is in \(P(\bar{Q})\) and \(L(\bar{F})\) is unambiguous then there is a unique partition \(xyz = xyz\) of the cationation of strings in the program variables \(x\), \(y\) and \(z\) and a unique production \(Y \Rightarrow y\) in \(F\) such that \(G \Rightarrow xyz \Rightarrow xyz\) is canonical. We give an Algol-like definition of the functions in terms of the partition and production as follows:

\[
P_1(x,y,z): \quad \text{If } G \Rightarrow xyz \text{ then}\n\quad (x = xy \text{ and } y = y \text{ and } z = z) \text{ else undefined;}
\]

\[
P_2(x,y,z): \quad \text{If } G \Rightarrow xyz \text{ then}\n\quad (x = x \text{ and } y = y \text{ and } z = z) \text{ else undefined;}
\]

\[
P_3(x,y,z): \quad \text{If } P_2(x,y,z) \text{ then } Y \text{ else undefined.}
\]
The general parsing algorithm.

START

\[ x := \wedge; \quad y := \wedge; \quad z := \text{input text}; \quad \xi := \text{goal symbol}; \]

\( P_1(x, y, z) \quad \text{false} \)

\( P_2(x, y, z) \quad \text{false} \)

\[ y := P_3(x, y, z); \quad \xi := xy; \quad y := \wedge; \]

\( \xi \notin G \quad \text{true} \)

STOP
In terms of a syntactic analysis algorithm, we would assign the following individual responsibilities to the functions:

P1: read the input tape.
P2: locate the CRS y to be replaced.
P3: perform the reduction.

Due to the monotonicity of the length of z, we must decide before each CRS whether to shorten z. At the termination of the loop on P1, we have assured ourselves that all of the CRS is on the tail of x. We have located one boundary of y. The left boundary is found in the loop on P2. At the termination of the larger loop, we substitute Y for y, leaving the nonterminal symbol Y on the tail of x. If we have reduced the entire string to the goal we are through. Otherwise, we return to the loop on P1.

A cycle through the functions P1, P2, and P3 is equivalent to a single step on the function P. The string xyz is always identical, at the end of the main cycle, to the value of P(xyz). The main reason for introducing the function P1, P2, and P3 is that their values can be handled as reasonable computational entities. The parameters of the functions are still unwieldy which reflects the fact that the function values may depend upon an examination of the entire text.

Theorem. If the input text is a sentence and the grammar is unambiguous, the general parsing algorithm will reduce the input text to the goal symbol via the canonical parse.

Before attempting the proof we must describe our general method for proving the correctness of algorithms. The basic mechanism of inductive closure for program loops is described by Floyd [9] as one
technique of a verifying compiler. We state an initial set of relations that we know to be true upon entry to the loop. We then show that they are invariant with respect to execution of the loop, hence they are always true. We finally deduce some relations that are true at the completion of the loop, either as a final result, or as a component in a proof on a larger enclosing loop. In our deductions we must insure that all actions are defined and all loops terminate. Relations true upon exit from the algorithm are then correct descriptions of the final state of the algorithm.

Proof. If the grammar is ambiguous, the parsing functions are not uniquely defined and it is meaningless to state the parsing algorithm. Similarly, if the input text is not a sentence, all of P1, P2, and P3 are immediately undefined.

We need to show that we complete one CPS each time through the outer loop and that the process terminates in a finite number of steps. We cannot analyze the outer loop until we understand the inner loops. We consider the loop on P1 first.

\[ G \Rightarrow xyz \text{ hence } (3x)(3y)(3z)(3y) \text{ such that } \\
xyz = xyz \text{ and } XYZ \rightarrow xyz \text{ is a CPS; } |x| \leq |xy|; \ X = \Lambda; \]

move first symbol of \( \Lambda \) to tail of \( \Lambda \)

\[ |x| < |xy| |z| > 0 \]

\[ G \Rightarrow xyz \text{ hence } \ldots \text{ etc. CPS; } \\
\Lambda = xy; \ \Lambda = \Lambda; \ \Lambda = z; \ |z| \leq |y| . \]
We assume the truth of the relations listed at the top of the loop and derive those at the bottom. Since \( G \rightarrow^{\Rightarrow} xyz \), \( Pl \) is defined.

If it is false, \( x \not\in xy \). But we have \( |x| \leq |xy| \) hence we derive \( |x| < |xy| \). From \( |x| = 0 \) we get \( |xy| < |xy| \leq |xyz| \) hence \( |xy| < |xyz| \). But \( xyz = xyz \) thus \( |x| > 0 \). There is, therefore, at least one character in \( x \) and the action in the box is defined. Furthermore, all of the assumptions are unaffected by the action, hence are invariants of the loop. The loop must terminate because \( x \) is of finite length. When \( Pl \) becomes true, the conditions on exit from the loop are consequences of the definition of \( Pl \).

Now consider the loop on \( P2 \) with the results of \( Pl \) as assumptions.

\[
G \rightarrow^{\Rightarrow} xyz \text{ hence } (\exists x)(\exists y) (\exists z) (yz) \text{ such that}
\]

\[
xyz = xyz \text{ and } xz \rightarrow yz \text{ is a CPS;}
\]

\[
|z| = |x|; \; z = z; \; |x| \leq |y| .
\]

---

**Diagram:**

- **Node**: P2(2)(3)(4)
- **Edges**:
  - True: \( |y| < |y| \) \( |x| > 0 \)
  - False: Move last symbol of \( x \) to head of \( z \)

---

\( G \rightarrow^{\Rightarrow} xyz \) hence ... etc. ... CPS.

\[ X = x; \; Y = y; \; Z = z; \]

\( P2 \) is initially defined and will remain so. Since \( z \) is never affected, we have \( z = z \) everywhere. If \( P2 \) is false we have either \( x \not\in x \) or \( y \not\in y \). But either inequality implies the other, so we have both.
From $|x| \geq |y|$ we derive $|x| < |y|$, hence $|x| > 0$. Therefore the action in the box is defined. All the assumptions are preserved in the loop. The loop must terminate because $x$ is of finite length yielding the stated relations as consequence of the definition of $P_2$.

For the entire algorithm we can now write:

```
x := \wedge ; \quad y := \wedge ; \quad z := \text{input text} ; \quad g := \text{goal symbol} ;
```

$G \Rightarrow xyz$ hence $(3x)(3y)(3z)(3v)$ such that

xyz = xyz and $xyz \rightarrow xyz$ is a CFG;$

|x| \leq |xy| ; \quad y = \wedge ;$

$G \Rightarrow \Rightarrow xyz$ hence ... etc ... CFG;

$x = x ; \quad y = y ; \quad z = z ;$

```
x := P_3(x, y, z) ;
```

```
x := xyz ; \quad y := \wedge ;
```

$G \Rightarrow \Rightarrow xyz$ hence ... CFG;

|x| \leq |xy| ;

$y = \wedge ;$

false

```
\text{xyz} = g ?
```

true

```
\text{xyz} = 0
```

STOP
By our assumptions, the input text is a sentence and we have

\[ G \rightarrow x y z \]

and its ramifications. Since \( |x| = 0 \) initially,

\[ |z| \leq |x y| \]

is vacuously true. Then is defined and has value \( Y \).

\[ x y z \rightarrow x y z \]

is a CEP by definition hence we have new \( x = x y \), \( y = \wedge \),

and \( z = z \) with \( G \Rightarrow x y z \). If \( G = x y z \), we are done. Otherwise, we may

write again \( G \Rightarrow x y z \) and define new \( x \), \( y \), and \( z \). Since \( z \in \mathcal{X} \)

\( xy \) must contain all of the nonterminal symbols. The last symbol of the

new \( x \) is nonterminal, giving the required \( |z| \leq |x y| \). We find our

assumptions invariant and also a consequence of the initial conditions.

The loop must terminate since there are a finite number of steps in a

canonical parse. QED.
Symbol Pair Parsing Functions

If we wish to find a reasonably efficient method for computing the parsing functions, we must renounce the privilege of examining the entire text at each stage. We will see that the effect of narrowing the view of the parsing functions will be to reduce the class of grammars for which we can build mechanical translators.

We first postulate that the parsing functions depend only upon a few symbols in the region of the CBS. We will be able to verify our postulate mechanically; if it is false then the grammar in question lies outside the range of that particular analysis.

Our approach will be to examine the grammar (mechanically, as it is very tedious) to discover all the sequences of symbols that can possibly occur in the region of the next CBS. For each possible sequence we will record the required value of the parsing functions. When the resulting functions are well defined the grammar is unambiguous and the syntactic analysis algorithm in the compiler always functions correctly. The function values are inserted into the compiler in a condensed tabulated form.

Consider the three new functions $P_1'$, $P_2'$, and $P_3'$ defined in terms of $P_1$, $P_2$, and $P_3$.

If $P_1(x, y, z)$ is defined, $x$ is the last symbol of $X$ and $Z$ is the first symbol of $Z$, then we define $P_1'(x, z)$ to be identical to $P_1(x, y, z)$. Similarly, $P_2'(x, z)$ must be identical to $P_2(x, y, z)$ when $P_2$ is defined, $x$ is the last symbol of $X$ and $Z$ is the first symbol of the concatenation $XZ$. $P_3'(x)$ must be identical to $P_3(x, y, z)$ when $P_3$ is defined. We will call a grammar for which the functions $P_1'$, $P_2'$, and $P_3'$ are well defined a symbol pair grammar (or more
generally, as we will see, a \((1,1)(1,1)\) canonical parse grammar. We will be able to show that under restrictions (1) and (2) (page 11), symbol pair grammars are equivalent to simple precedence grammars [25].

The number of arguments for which \(P_1\), \(P_2\), and \(P_3\) are defined is in general, infinite. On the other hand, if \(NY\) is the number of symbols in \(Y\), \(P_1'\) and \(P_2'\) need be defined for at most \(NY^2\) squared possible arguments. \(P_3'\) is defined only when \(Y\) is the right part of a production and thus also has a finite number of possible arguments. It is immediately clear that we must apply a new restriction in order to make \(P_3'\) well defined:

Restriction (3): No two productions may have equal right parts.

We may, as has been pointed out to the author by N. Wirth, lift restriction (3) if we have any way of distinguishing equal right parts. A particular case in point is the Algol 60 <identifier> which we might wish to reduce to <array identifier>, or to <variable>, etc., where the decision can be made due to other non-grammatical information. We will call the number of productions, \(NPR\), under restriction (3), the number of CBSs.

We see that the boundaries between \(X\) and \(Y\) in the general parsing algorithm always lie immediately to the left of, within, or immediately to the right of the next CBS. The parameters \(X\) and \(Z\) of \(P_1'\) and \(P_2'\) always lie on opposite sides of one of the boundaries; the values of \(P_1'\) and \(P_2'\) depend upon where the boundaries lie with respect to the CBS. We will be able to compute the position of the boundaries with the help of the three following set definitions:
$T_{3}(X)$, the set of \textit{tail symbols} of $X$, is given by
\[ \{ y | (\exists y), X \rightarrow y \} \, . \]

$H_{3}(X)$, the set of \textit{head symbols} of $X$ is given by
\[ \{ y | (\exists y), X \rightarrow X \} \, . \]

$H_{3}^{1}(X)$, the set of \textit{terminal head symbols} is given by
\[ (H_{3}(X) \cup \{ x \}) \cap V_{T} \, . \]

Note that if $X$ is terminal, the first two sets are null but the third is not.

When $X$ is a tail symbol of the rightmost symbol in a CRS and $Z$ is a head symbol of anything that might follow that CRS in a sentence, $P_{l}'(X,Z)$ must be true and never otherwise. Similarly, whenever $X$ lies within a CRS and $Z$ is a head symbol of the next symbol needed toward the completion of that CRS, $P_{l}'(X,Z)$ must be false so that the needed symbol is moved onto $X$. In terms of a production:

\[ W \rightarrow uUv , \]

we cannot start building $V$ if $U$ has not yet been fully formed. Since we have narrowed our view to one symbol on either side of the boundary, we must never move any symbol in the head of $V$ from $\bar{x}$ to $\bar{x}$ if the last symbol of $X$ is a tail symbol of $U$. If $U$ has been formed and is the last symbol of $x$, we must move any head symbol of $V$ onto $X$ to start building toward $V$ and finally $uUv$. We may very well find conflicting demands, a symbol that must be moved on account of one production and must not be moved on account of another production. Conflicts are common in practice and constitute a serious nuisance. The compiler writer can usually modify his grammar in a trivial way to remove the conflict. A more general solution would be to extend the view of the parsing functions, an approach which is discussed later in this section.
The function of the loop on $P_2'$ is to march down across a given CRS and locate its left boundary. In terms of the sample production, it is clear that $P_2'(U,V)$ must be false for every pair $U,V$ that are contiguous within a CRS. $P_2'(X,Z)$ must be true whenever we cross the left boundary of a CRS—a condition that is true when $X$ lies within a CRS and $Z$ a head symbol of the next item to be formed within that CRS. We can summarize these relations with a mnemonic table:

<table>
<thead>
<tr>
<th>$W \rightarrow uUVv$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1'(U,HS_{2n}(V)) = \text{false}$</td>
</tr>
<tr>
<td>$P_2'(U,V) = \text{false}$</td>
</tr>
<tr>
<td>$P_3'(uUVv) = W$</td>
</tr>
</tbody>
</table>

We need only consider terminal symbols for $P_1'$ since we know that $Z$ contains only terminal symbols. We are also implicitly assuming some strings to be non-empty. We avoid this last problem by adding a production leading to the goal symbol,

$$G' \rightarrow \varepsilon \mid \varepsilon,$$

where $\varepsilon$ and $\varepsilon$ are end-of-file symbols that we may use to initialize $G$ and append to $G$. As modified the parsing algorithm becomes:
The Symbol Fair Parsing Algorithm

START

\[
\begin{align*}
X & := \text{start} ; \\
Y & := \text{goal symbol} ; \\
Z & := \text{input text} ; \\
G & := \text{goal symbol} ;
\end{align*}
\]

\[
\begin{align*}
X & := \text{last symbol of } X ; \\
Z & := \text{first symbol of } Z ;
\end{align*}
\]

\[
\text{IF } P1'(X, Z) \text{ THEN } \text{false}
\]

\[
\text{IF } P1'(X, Z) \text{ THEN } \text{true}
\]

\[
\begin{align*}
X & := \text{last symbol of } X ; \\
Z & := \text{first symbol of } YZ ;
\end{align*}
\]

\[
\text{IF } P2'(X, Z) \text{ THEN } \text{false}
\]

\[
\text{IF } P2'(X, Z) \text{ THEN } \text{true}
\]

\[
\begin{align*}
X & := P3'(X) ; \\
X & := XY ; \\
Y & := \text{goal} ;
\end{align*}
\]

\[
XX = \text{true} \rightarrow \text{STOP}
\]

\[
\text{true for all members of text}
\]

where \( N \) was the largest.
We state some consequences of the definition of symbol pair grammars.

Theorem. If the symbol pair parsing algorithm terminates normally, it has produced the canonical parse for the input text.

Proof. The only transformation allowed on the text is the substitution of the left part of a production for the right part, thus it is immediately obvious that if the algorithm functions at all, it produces a parse. After each substitution we see that the newly formed reduced symbol is the rightmost nonterminal symbol in the text, hence that step was a CBS. QED.


Proof. Assume the contrary. Then there is a sentence for which there exist two canonical parses. We first show that the existence of two different overlapping CBS implies a conflict in the parsing functions. Assume that our text is

\[ XL_1 L_{k-1} L_{k-2} \ldots L_1 M_{1} \ldots M_{m} R_{1} \ldots R_{n} Z \]

and both of \( L_1 \ldots M_m \) and \( M_1 \ldots R_n \) are CBS with \( m > 0 \), and one of \( k \) or \( n > 0 \).

We treat the case \( k > 0 \) in detail. From the fact that \( L_1 \ldots M_m \) is a CBS we immediately derive \( P_1(L_k, \beta_2(M_1)) = \text{false} \) and \( P_1(L_k, M_1) = \text{false} \).

(We substitute the set as an argument of \( P_1 \) meaning the relation is true for all members of that set). Now perform the rightmost reduction and our text becomes

\[ X L_1 L_{k-1} \ldots L_k M_z \]

where \( M \) was the left part of the production. Either \( L_k \) and \( M \) are
next to each other in a production or further reduction brings us to the text

$$X'L'M''$$

where \( L' \) and \( M' \) are next to each other in a production,

\[ L' \Rightarrow uL_{x}, \quad M' \Rightarrow M_{y}. \]

In the first case we have \( P_{2}'(L_{x}, M_{y}) = \text{true} \) and in the second,

\[ P_{1}'(L_{x}, S_{2}(M_{y})) = \text{true}. \] Rether implies a conflict since \( M_{y} \notin S_{2}(M') \) and \( S_{2} \) is never empty.

The situation is entirely similar for \( n > 0 \). Thus we find our only choice during reduction is which of several disjoint CBS to pick.

Let us assume that we pick other than the leftmost, substituting for it the nonterminal symbol in the left part of its production. There is a CBS to the left which must always be disjoint from all other CBS, hence will eventually be reduced to its left part. But such a step is not a CBS because we have already formed a nonterminal symbol to its right.

In order to form the canonical parse, we must always pick the leftmost CBS and it is unique, thus the canonical parse is unique and the grammar is unambiguous.

We will now define the simple precedence grammars of Wirth and Weber and show their equivalence, under restriction (2), to symbol pair grammars.

We define three relations, \( < \), \( \neq \), \( > \), between symbol pairs as follows:

For every production of the form \( w \Rightarrow uuvv \)

\[ U \neq v, \]

\[ Z \in S_{b}(v) \text{ implies } U < Z, \]

\[ X \in S_{b}(v) \text{ implies } X > v, \]

\[ X \in S_{b}(v) \text{ and } Z \in S_{b}(v) \text{ imply } X > Z. \]
If for each pair of symbols in $\mathcal{V}$ at most one of the above relations holds, the grammar is a simple precedence grammar.

**Theorem.** If $P$ is a simple precedence grammar, then $P$ is a symbol pair grammar. If $P$ is a symbol pair grammar and restriction (2) holds, then $P$ is a precedence grammar. We immediately exhibit a symbol pair grammar that violates restriction (2) and thus fails to be a simple precedence grammar.

$$P = \{ G \to AB, \ A \to X, \ A \to XB, \ B \to C, \ C \to CY \}.$$  

The reader may find it instructive to build the six by six matrix of precedence relations implied by the definition and find the two conflicts, one of which is $X < C$ and $X > C$.

**Proof.** We show that if $P$ is not a simple precedence grammar then it is not a symbol pair grammar and the converse.

Assume that $P$ is not a simple precedence grammar. Then there exist at least two symbols related by at least two of the three relations $\prec$, $\succeq$, $\succ$. We treat each case separately.

(a). $U \prec V$ implies $WHW(3u)(3v)$ such that $W \Rightarrow UVVv$.

(b). $U \succeq V$ implies $WHW(3u)(3v)(3v)$ such that $W \Rightarrow UVV$ and $V \in HS(3)$.

(c). $U \succ V$ implies $WHW(3u)(3v)(3v)$ such that $W \Rightarrow UVV$ with $U \in TS(3)$, or $WHW(3u)(3v)(3v)(3v)$ such that $W \Rightarrow UVV$ with $U \in TS(3)$ and $V \in HS(3)$.
From the existence of a relation between two symbols we have been able to infer the existence of the production from which the relation was derived. Now from the productions we can derive some values for the functions \( P_1' \) and \( P_2' \).

(a) implies \( P_2'(U,V) \) is false and \( (\forall x), x \in HS_2(V) \) gives \( P_1'(U,X) \) is false.

(b) implies \( P_2'(U,V) \) is true and \( (\forall x), x \in HS_2(S) \) gives \( P_1'(U,X) \) is false, also \( HS_2(V) \subset HS_2(S) \).

(c) implies \( (\forall x) x \in HS_2(V) \) gives \( P_1'(U,X) = \text{true since} \ U \in TS(R) \) and \( HS_2(V) \subset HS_2(S) \).

On account of restriction (2), we see that \( HS_2 \) is always nonempty. Therefore if any two of (a), (b) or (c) hold simultaneously, we have a conflict in \( P_1' \) or \( P_2' \); hence \( P \) is not a symbol pair grammar.

**Converse.** Assume that \( P \) is not a symbol pair grammar. Then there exist symbols \( U \) and \( V \) for which either \( P_1' \) or \( P_2' \) is double valued.

(d). \( P_1'(U,V) \) is true implies \( (3w)(3u)(3R)(3b)(3v) \) such that \( w \rightarrow uvsv \) with \( U \in TS(R) \) and \( V \in HS_2(S) \).

(e). \( P_1'(U,V) \) is false implies \( (3w)(3u)(3R)(3b)(3v) \) such that \( w \rightarrow uvsv \) with \( V \in HS_2(S) \).

Now \( V \in HS_2(S) \) implies \( V \in HS(S) \) or \( V = S \), thus (e) implies \( U \triangleright V \) or \( U \triangleright V \) and (g) implies \( U \triangleright V \), conflict.

(f). \( P_2'(U,V) \) is true implies \( (3w)(3u)(3R)(3b)(3v) \) such that \( w \rightarrow uvsv \) with \( V \in HS(S) \).

(g). \( P_2'(U,V) \) is false implies \( (3w)(3u)(3v) \) such that \( w \rightarrow uvv \).

But (g) implies \( U \triangleright V \) and (f) implies \( U \triangleright V \). Conflict, QED.
In terms of the general parsing algorithm, the precedence relations can be thought of as a three valued function $P_2'(X,Z)$ which is used for both analysis loops. Replacing $P_1'$, it is false if it has value $<$ or $=$ and true if $>$. Replacing $P_2'$, it is false if $=$ and true otherwise. ([25] p. 20). It is surprising to find that even though the defining matrix for $P_2'$ is twice as dense as corresponding matrices for $P_1'$ and $P_2'$ and also contains spurious relations due to the over-restrictive fourth defining rule for simple precedence grammars, that no extra conflicts are introduced.

In either case, the matrices defining the parsing functions turn out to be rather sparse, and rather large. In the process of building the parsing functions, we tabulate the symbols of $V$, and manipulate instead the integer corresponding to their symbol table location. As suggested by Floyd ([7] p. 323) we can frequently find functions $f_1$ and $g_1$ such that if $P_1'(U,V)$ is true, $f_1(U) > g_1(V)$ and if $P_1'(U,V)$ is false, $f_1(U) \leq g_1(V)$.

We can, of course, do the same for $P_2'$. The advantage accrues in requiring only $4$ NSF memory locations for the tables defining the functions $f_1$, $g_1$, $f_2$, and $g_2$ instead of $2$ NSF locations required for the matrices explicitly defining $P_1'$ and $P_2'$. This is somewhat offset by the fact that the Boolean matrices defining $P_1'$ and $P_2'$ could be packed in digital memory. At present, all syntax checking is done by the function $P_3'$ and the only error indication is that the CBS found is not in the production table. If we retained the functions $P_1'$ and $P_2'$ including the undefined values, we would have an additional (redundant) method of error checking.
Let \( F \) be an arbitrary Boolean matrix (values 0 and 1). For all \( X \) and \( Y \), define

\[
F(X) = \sum_{Y=1}^{N+1} 2^{(Y-1)}g(X,Y), \quad g(Y) = 2^Y.
\]

Then \( F(X,Y) = 1 \) if and only if \( (F(X) \mod g(Y)) \geq g(Y)/2 \). Thus we can state that a relation always exists with which we can record the content of a Boolean matrix \( F \) in two linear arrays. The relations "\( \leq \)" and "\( \geq \)" are adequate in practice.

We present the symbol pair syntax preprocessor in two forms. The first is written in the kernel language presented in Section 5, the second is the listing of the Burroughs B5500 Algol program actually used to generate tables for the extendable compiler of Section 4. We find it informative to compare the programs for conciseness and readability. While the two programs accomplish essentially the same actions, the kernel language version is approximately one half as long as the Algol version.

A detailed inspection of the program text reveals that the major savings are in implicit table lookups \( (c, \delta, \text{index}) \) and the generalized for loop. In particular, there are 26 occurrences of the symbol for in the kernel language version while the Algol version contains 35. Furthermore, we find ten labels in the Algol version of which perhaps one half are essential and none of which contribute to the reader's ability to understand the program.

Since the kernel language is discussed in detail in Section 3, we will say nothing further about it here. Burroughs B5500 Algol is in most respects exactly Algol 60. The input and output conventions are relatively standard except for the following features:
(1) On line 7 of the program we see a file declaration for the card punch. Its function, setting aside buffer areas for the card punch, is not important to an understanding of the program.

(2) Three lines below we find a WRITE statement in the form of a procedure call. The first parameter to WRITE is a format which is indicated to the Algol compiler by enclosing the format in the brackets < and >. All the remaining parameters are values to be written.

In the middle of the third page we see two STREAM procedures. They are an interface with the character mode machine instructions of the B5500 used to set and interrogate two-bit fields within the 16 bit B5500 word. Since we may have upwards of 100 symbols and have two matrices with that number squared of elements, packing the values is unavoidable in Stanford’s 16 thousand word B5500 memory. Packing would be somewhat more convenient in the kernel language since we can use subscripts to access bit strings directly.

Finally, we use the machine clock to obtain execution time information for the user. One of our objectives is the accumulation of precise timing information for the behavior of the preprocessor as a function of the number of productions and number of symbols. Preliminary data gives the surprising conclusion that execution time is a linear function of the number of productions (about 2 seconds per production).

We now give a narrative of the kernel language version of the program. Our first action is to name all the identifiers local to the main block and initialize P to the null set. We examine the first character from the input medium and continue to read productions until an end-of-file symbol is encountered. Our productions are character
strings whose length is a multiple of 12. The first 12 characters are
the leftpart of the production and the remaining fields are the symbols
of the rightpart. A carriage return delimits the production. Internally,
a production is an ordered set of strings, each element representing one
symbol in the production. We make special provision (if \( \text{length } t \neq 0 \)
then \(...\)) for blank lines which can be used to increase the readability of
the production tables. We also print the productions to supply the user
with a record of his input.

If the leftpart of two successive productions is the same, we
allow the user to substitute a field of twelve blanks for the second
leftpart, again to increase readability. At the completion of input we
immediately repair the omission.

Then, in three lines, we use the generalized for loop, set union
and set difference to build all the symbol tables that we will need.
Four more lines of program records them on the output medium.

After excluding the possibilities of empty and repeated rightparts,
it becomes advantageous to replace the production table with a new table
"PH" of identical format except that its elements are the indices of the
production symbols in the vocabulary \( V \). We then complete our grammar
checks by excluding the possibility of a grammar with nonterminating
phrases (restriction 2).

We define procedures to compute head and tail symbols. Note that
we recompute the head and tail symbols repeatedly within the analysis
loop. In the processor for the \( (2,1)(1,2) \) grammars we adopt a suggestion
of N. Wirth to compute an "occurrence" matrix which need not be re-evaluated.
The latter is probably a superior approach.
We then initialize the matrices $P_1$ and $P_2$ to $XY$ squared values undefined, and proceed to evaluate the functions $P_1'$ and $P_2'$ according to the directions of the theory. For every pair of adjacent symbols in the grammar ($j$ and $k$ in the program) we evaluate the tail and head symbols. We record $P_2'(j,k)$ true and all of $P_2'(j,HS(k))$ false. Then we modify heads to become the set $BS_2$ and evaluate $P_1'$ in the same manner.

Our final task is the computation of Floyd’s linearization functions $f$ and $g$. Our algorithm is modeled on that of N. Wirth [26] but is simpler since our matrices are two valued instead of three valued.

Our algorithm proceeds to satisfy the requirements of the decision function starting in the upper left corner of its defining matrix. We add a row to the satisfied area (null to begin with) and call uprow to assure that (1) $f$ is large enough to satisfy all the requirements given by the value false and (2) $g$ is large enough to satisfy all the requirements given by the value true. If we must change $g$ we call upcol to readjust that entire column.

It is possible to have functions $P_1'$ and $P_2'$ but still not have a linearization for the relation pair $\leq$ and $\geq$. At any given stage of the operation of the algorithm above, we know that the submatrix in the upper left corner has been correctly linearized. Thus if we are going to fail, the failure must involve one of the last relations added to consideration. We can check within the adjusting procedures to see that we never return to adjust one of the last relations added. If we do, we have failed and print a diagnostic error trace indicating the exact reason for that particular failure.
```
kernel language version of (1,1)(1,1) syntax preprocessor

new j k kl P PR NPR V NSY VL VR VT VN W1 P2 f g t heads tails
fail becestrowk beanstowel HS TS upcol uprow change,
P = { }, ' the null set of productions '
while in[1] ≠ eof do
  { t = { }, ' the input loop, build a production '
    while in[1] ≠ or do
      { t = t ∪ { in[1 to 12] }, ' fixed field, 12 characters '
        in = in[13 to length in]
      },
      in = in[2 to length in],
      if (length t) ≠ 0 then P = P ∪ { t }, ' add another production '
      out = out ∪ { (#/t) ← cr ' print the production '
    },
    NPR = length P, VL ← VR ← set { },
    for all i from 1 to NPR do ' replace omitted left parts '
      if P[i][i] = " " then P[i][i] ← P[i-1][i]),
    for all t from P do
      { VL ← VL U { t[1] }, VR ← VR U t[2 to length t] },
      V ← VL U VR, VT ← VR + VL, VN ← V + VT, WU ← VL + VR,
      NSY ← length V,
      cut = cut ∪ { (if (length WU) ≠ 1 then "no else "" " ) ∪ "Unique leftmost symbol: " # (#/WU) ← cr ∪ "Terminal symbols: " # (#/VT) ← cr ∪ "Non terminal symbols: " # (#/VN) ← cr,
    for all t from P do (if (length t) = 1 then
      cut = cut ∪ { t[1] ← " has an empty right part " } ∪ cr),
    for all i from 1 to NPR do for all j from i+1 to NPR do
      if P[i][2 to ∞ ] = P[j][2 to ∞ ] then
        cut = cut ∪ "Productions " ∪ cr ∪ (#/P[i]) " and " # cr ∪ (#/P[j]) " have equal right parts " cr,
      PR = P, 'convert productions strings to symbol table location'
    for all i from 1 to NPR do for all j from 1 to length P[i] do
      PR[i][j] ← P[i][j] index V,
```
The final grammar check—for nonterminating phrases:
for all i from 1 to NFR do P[i] ← P[i] ∪ VT,
change ← true
while change do 'now try to collapse grammar'
{ change ← false,
  for all t from P do (if (length t) = 1 then
    for all i from 1 to NFR do
      for all j from 2 to length P[i] do
        if P[i][j] = t[1] then
          P[i] ← P[i] ∪ {t[1]}
          P ← P ∪ {t[1]}, change ← true
  )
},
if P ≠ {} then out ← out @ "grammar includes a non terminating phrase" @ (s/f/P)@cr,
HS ← P
{ new s,
  for all t from PFR do
    (if t[1] = s then if t[2] ≠ heads then
     { head ← heads @ {t[2]}, HS(t[2]) })
  );
TS ← P
{ new s,
  for all t from PFR do
    (if t[1] = s then if t[-1] ≠ tails then
     { tails ← tails @ {t[-1]}, TS(t[-1]) })
  ),
P1 ← P2 ← NSY list (NSY list 2)
for all t from PFR do for all i from 2 to (length t) − 1 do
{ j ← t[i], k ← t[i+1], heads ← tails ← {},
  TS(j), HS(k),
  if P[t][j][k] = 0 then
  { P[t][j][k] ← 1,
    for all h from heads do

if P2[j][h] = 0 then P2[j][k] ← 0 else
  (if P2[j][h] = 1 then out ← out @ "Conflict, P2[" @ V[j] @ "](" @ V[h] @ ")" @ cr),
      ) else (if P2[j][k] = 0 then out ← out @ "Conflict, P2[" @ V[j] @ "](" @ V[k] @ ")" @ cr),
    )

if V[k] ∈ VT then heads ← [k], 'Now HST in heads'
for all h from heads do (if V[k] ∈ VT then
  if P1[j][h] = 0 then P1[j][h] ← 1 else
    (if P1[j][h] = 0 then out ← out @ "Conflict, P1[" @ V[j] @ "](" @ V[h] @ ")" @ cr),
      )
    )

uprow ← P
(new i, p,
  if beenaatroak ∨ i = k then fail ← true,
  beenaatroak ← beenaatroak ∨ i = k,
  for all j from 1 to kl do
    (if r[i] ≤ g[j] then if p[i][j] = 0 then r[i] ← g[j] + 1),
    (if ∀ fail then if f[i] > g[j] then if p[i][j] = 1 then
      upcol(j, P) ),
    )
  ) if fail then out ← out @ "row= " @ V[i] @ cr
)
upcol ← P
(new j, p,
  if beenaatcolk ∨ j = k then fail ← true,
  beenaatcolk ← beenaatcolk ∨ j = k,
  for all i from 1 to k do
    (if r[i] > g[j] then if p[i][j] = 1 then g[j] ← f[i]),
    (if ∀ fail then if f[i] ≤ g[j] then if p[i][j] = 0 then
      uprow(i, P) ),
    )
  ) if fail then out ← out @ "col= " @ V[j] @ cr
)

fail ← false, k1 ← 0
f ← g ← NSY list 0, 'Allocate storage to f and g'
     for all k from 1 to NSY do if ¬fail then
         { beenatrowk ← false, f[k] ← g[k] ← 1,
           uprow[k, P F2],
           k1 ← k, beenatcolk ← beenatrowk ← false,
           upcol[k, P F2] }
     ),
     out ← out "Linearized functions for F2:" @ cr @
     (for all i from 1 to NSY do (i base 10) @ tab @ V[i] @
      (f[i] base 10) @ tab @ (g[i] base 10) @ cr),
     fail ← false, k1 ← 0
     for all k from 1 to NSY do if ¬fail then
         { beenatrowk ← false, f[k] ← g[k] ← 1,
           uprow[k, P F1],
           k1 ← k, beenatcolk ← beenatrowk ← false,
           upcol[k, P F1] }
     ),
     out ← out "Linearized functions for F1:" @ cr @
     (for all i from 1 to NSY do (i base 10) @ tab @ V[i] @
      (f[i] base 10) @ tab @ (g[i] base 10) @ cr)
) 'end of program'
The Algol version follows the kernel language version closely. We have taken special care to minimize conflict in memory use in the Algol version. We provide three global quantities, MAXXPR, MAXNSY, and MAXLPR which determine the size of the tables in the program. Within the system definition block (see the following diagram) we define the global arrays. Our first action block is A, where the data cards are read and the various tables built. In block B we check that the tables represent a grammar according to the restrictions of the theory. In block C1 the recognition functions are computed and in C2 the linearization is completed.

Block structure of the symbol pair analysis program

<table>
<thead>
<tr>
<th>Outer block - system definition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Global quantities</td>
</tr>
<tr>
<td>Block A, grammar input</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Block B, grammar checks</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Block C</td>
</tr>
<tr>
<td>Block C1, Compute functions F1' and F2'</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Block C2, Compute functions f1, s1, r2, g2</td>
</tr>
</tbody>
</table>
BEGIN COMMENT SYNTAX PROCESSIN, M. M. MCKEAN MCT OCT, 1965
INTEGER MAXSYM
COMMENT MAX NUMBER OF SYMBOLS
INTEGER MAXPAR
COMMENT MAX NUMBER OF PRODUCTIONS
INTEGER MAXLEN
COMMENT MAX LENGTH OF A PRODUCTION
INTEGER YES, NO, LE, GT
INTEGER TI, OJ
COMMENT TIMING INFORMATION
FILE OUT CP (0,2:10)

PROCEDURE TIME;
BEGIN INTEGER TI, I + TIME(1);
WRITE("TIME = F7.4", " TOTAL ELAPSED = F7.4, ")
(1+DT)/3600, (1+T1)/3600)
OJ + T1
END TIME;

MAXSYM + 300I MAXPAR + 300I MAXPR + 5J
EITHER + OJ YES + J NO + 2J LE + 1J GT + 2J
OJ + 2J + TIME(1)

BEGIN COMMENT SET UP GLOBAL TABLES
INTEGER ARRAY V0, VI0,MAXSYM;3 COMMENT 12 SIG, CHARS
INTEGER ARRAY PREDI[MAXPAR],HMLPAR;3 COMMENT PRODUCTIONS
INTEGER ARRAY ONHMLH;10,MAXSYM;3
INTEGER NP,J COMMENT ACTUAL NUMBER OF PRODUCTIONS READ
INTEGER NSYN, NSYJ COMMENT ACTUAL NUMBER OF SYMBOLS READ

BEGIN COMMENT BLOCK A1 COMMENT CARD INPUT BLOCK
INTEGER I, J, K, L
LABEL INPUTLOOP, L0F, FOUND
INTEGER ARRAY PD, PREDI[MAXPAR], HMLPAR;3
INTEGER XHML HML0HMLSYM;3 COMMENT MASTER TABLES
INTEGER ARRAY PREDI(1,01023) COMMENT PRODUCTION TABLES
WHITE("PRODUCTIONS".."..")
NP + OJ
INPUTLOOP;
READ(12A2), FOR K + 0 STEP 1 UNTIL MAXPAR DO
IF PREDI(NP,K), J = "+ THEN WRITE(""); ELSE
BEGIN NP = NP + 1;
WHITE(10X,8X,2X,""); FOR K + 0 STEP 1 UNTIL MAXPAR DO [POJ(NP,K), P10J(NP,K)]
END;
GO TO INPUTLOOP;

L0F:
NSY + OJ VOUJ + W10J + "J"
FOR K + 0 STEP 1 UNTIL MAXPAR DO
BEGIN FOR I + 1 STEP 1 UNTIL K + 0 DO
BEGIN FOR J + 0 STEP 1 UNTIL NSY DO
IF PO1(J,K) = VOUJ AND PI1(K,J) = W10J THEN
GO TO FOUND;
J + NSY + NSY + J VOUJ + PO1(J,K) W10J + PI1(K,J)
FOUND;
PHI(j,K) + J;
IF K + 0 THEN UNRIGHT(E3) + TRUE;
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ENU JJ
I * 0 THEN NSYN + NSY
END JJ

FOR I + 2 STEP 1 UNTIL NPR DO IF PAT(I,C) = 0 THEN
PH(I,J) = PH(I,J-1)
END FOR

WHITE(PAGE)) STRING(INTEGER SYMBOLS*)+
WHITE(SIX X246)) FOR I = 1 STEP 1 UNTIL NSY DO
(V(I) V(I)) VIII)
WRITE(""""TERMINAL SYMBOL(*)")
WRITE(SIX X246)) FOR I = 1 STEP 1 UNTIL NSY DO
(V(I) V(I)) VIII)
WRITE(CPF""""FILL VI(J) WITH 3 S"""" A6="""",A6="""",S")
(RC="""",A6="""",S") FOR I = 1 STEP 1 UNTIL NSY DO V(I)
WRITE(CPF""""FILL VI(J) WITH J S"""" A6="""",A6="""",S")
(RC="""",A6="""",S") FOR I = 1 STEP 1 UNTIL NSY DO V(I)
L * OJ
FOR I = 1 STEP 1 UNTIL NSY DO
BEGIN NBTE(I) = L+1
FOR J = 1 STEP 1 UNTIL NPR DO IF PH(J,I) = 1 THEN
BEGIN K * L STEP 1 UNTIL NSY PRD DO IF PH(J,K) = 1 THEN
BEGIN NBTE(K) = L+1
END FOR
END FOR
ENU JJ
PHRBL(L+1) = OJ
END JJ

WRITE(CPF""""FILL MTRB(I) WITH S A6="""",A6="""",S")
("""" "")="""",A6="""",S") FOR I = 1 STEP 1 UNTIL L DO PRDTE(I)
WRITE(CPF""""FILL MTEA(I) WITH S A6="""",A6="""",S")
("""" "")="""",A6="""",S") FOR I = 1 STEP 1 UNTIL NSY DO MTRB(I)
WRITE(CPF""""NSY = S,A6 = A6, S") NSYN = S,A6 = A6, S") NSY = S,A6 = A6, S")
NSY = S,A6 = A6, S")
END BLOCK A7

BEGIN COMMENT BLOCK A3
COMMENT GRAPHIC CHECKS
BEGIN A3, J + K
LABEL OKJ
J + OJ
FOR I = 1 STEP 1 UNTIL NSY DO IF NOT ONTARGET THEN
BEGIN J + J + 17
WRITE(""""THE TARGET SYMBOL IS A */ 246* VO(1) WI X")
END IF
IF J = 1 THEN WRITE(""""THERE IS NO UNIQUE LEFTPOST SYMBOL")
FOR I = 1 STEP 1 UNTIL NPR DO
BEGIN COMMENT CHECK FOR EMPTY LEFT AND RIGHT PARTS
IF PRF(J,J) = 0 THEN
WRITE(""""PRODUCTION */ J */ HAS AN EMPTY LEFT PART")
IF PRF(J,J) = O THEN
WRITE(""""PRODUCTION */ J */ HAS AN EMPTY RIGHT PART")
END IF
FUN + J+ 1 stap 1 until NPR DO
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BEGIN COMMENT CHECK FOR IDENTICAL RIGHT PARTS
FOR K = 1 STEP 1 UNTIL MXPRT DO IF PR(K) # PR(J) THEN
FOR J UNTIL
WRITE("REDUCTIONS",J," AND ", J,
" MUST BE DISTINGUISHED BY THE INTERPRETATION RULES",J,J)
END FOR J
END IF
END BLOCK B3

BEGIN COMMENT BLOCK C3
COMMENT SYNTAX ANALYSIS
ALPHA ARRAY PI* PZDINSY* QINSY DIV 2048

COMMENT PACKING AND UNPACKING PROCEDURES
STREAM PROCEDURE SEI221SCH, T, V; VALUE T
BEGIN U1 = X1 Z(ISKIP 1 4)(S1 + V2 SKIP 48 SBF)
2 IF SB THEN DS + SET ELSE DS + REGEN SB(SB)
END SB221SCH

INTEGER STREAM PROCEDURE GET2BITSCH, T, J; VALUE T
BEGIN 01 + LNC 1212MC
SKIP 46 DBJ SJ + WJ 2(SKIP 1 SB) SJ
2 IF SB THEN DS + SET ELSE DS + REGEN SB(SB)
END GET2BITSCH

BEGIN COMMENT BLOCK C4
COMMENT COMPUTE PRECEDENCE RELATIONS
INTEGER ARRAY MAUS, TAILSEQDSY31
INTEGER Cv, M, J, X, R, L, LC, RG, T, DIV24, MOD24
BOOLEAN FAIL
LABEL SKIPF1, SKIPF2, DONF

PROCEDURE HSJ(SJ; VALUE SJ INTEGER SJ)
BEGIN COMMLN FIND THE LEFTEST SYMBOLS OF SJ
INTEGER J, K1
LABEL GOSIALHLDY1
FOR I = 1 STEP 1 UNTIL NAP DO IF PR(I,O) = S THEN
BEGIN K = PR(I,J)
FOR J = 1 STEP 1 UNTIL LC DO IF HEADSJ = K THEN
GO TO GOSIALHLDY1
LC = LC + 1; HEADS(C) + KF HS(K)
GOSIALHLDY1
END IF
END HS

PROCEDURE TS(J3; VALUE SJ INTEGER SJ)
BEGIN COMMENT FIND THE RIGHTMOST SYMBOLS OF SJ
INTEGER J, X, K
LABEL GOSIALHLDY, R3
FOR I = 1 STEP 1 UNTIL NAP DO IF PR(1,J) = SJ THEN
BEGIN FOR J = MXPRT STEP -1 UNTIL L DO IF PR(I,J) = 0 THEN
GO TO R3
Hi K = PR(I,J)
FOR J = 1 STEP 1 UNTIL RC DO IF TAIL(E) = K THEN
GO TO GOSIALHLDY1
END IF
END TS

42
PROCEDURE CUNFLICTI(J+JXK) INTEGER I,J,K
BEGIN INTEGER I,J
FAIL = TRUE
WRITE("CUNFLICTI","","OK","A1 = AND = A1X2,2A6","V(J),I(J),K(J))"
END CUNFLICTI

FAIL = FALSE
FOR I = 1 STEP 1 UNTIL NPR DO FOR L = 2 STEP 1 UNTIL MAXLPR DO BEGIN
J = PRE[I,L-1]+K = PRE[I,L]
IF K = 0 THEN GO TO DONE
DIV24 = K DIV 24, MOD24 = K MOD 24
LC = RC = 0
TS(J),HS(K)
T = GET2HITSP2LJ+DIV24,MOD24)
IF T = YES THEN GO TO SKIPP21
IF T = NO THEN CONFLICT(J,K,HS)
END2HITS(P2LJ+DIV24,MOD24=YES)
FOR H = 1 STEP 1 UNTIL LC DO BEGIN
DIV24 = HEADS(H), DIV 24, MOD24 = HEADS(H) MOD 24
IF GET2HITS(P2LJ+DIV24,MOD24=YES) = YES THEN CONFLICT(J,HEADS(H),HS)
END2HITS(P2LJ+DIV24,MOD24=NO)
END H:
SKIPP21:
IF K = 0 THEN BEGIN COMMENT IF "K" IS TERMINAL WE MUST TABULATE IT:
LC = LC + 1
HEADS(LC) + K
END:
END H:
FOR H = 1 STEP 1 UNTIL LC DO BEGIN COMMENT ONLY TERMINAL SYMBOLS ARE INVOLVED:
IF HEADS(H) = 0 THEN GO TO SKIPP
DIV24 = HEADS(H), DIV 24, MOD24 = HEADS(H) MOD 24
IF GET2HITS(P1LJ+DIV24,MOD24=YES) = NO THEN CONFLICT(J,HEADS(H),HS)
END2HITS(P1LJ+DIV24,MOD24=YES)
FOR G = 1 STEP 1 UNTIL RC DO BEGIN
IF GET2HITS(TAILSTG),DIV24,MOD24=YES) = YES THEN CONFLICT(TAILSTG,HEADS(H),HS)
END2HITS(P1TAILSTG,DIV24,MOD24=NO)
END H:
DONE:
END L: IF NOT FAIL THEN WRITE("NC CONFLICTS WERE FOUND")
BEGIN COMMENT BLOCK C 17
BEGIN COMMENT LINEARIZE MATRICES
INTEGER ARRAYS, A(J,I,NSY)
INTEGER K, J
IF (A(J,I,NSY) > 0) THEN
IF (A(J,I,NSY) = 1) THEN
END IF
END IF
END BLOCK C 17

END
FAIL = FALSE: KJ = 0: IF Timer3 WRITE(PAGE))
FOR K = 1 STEP 1 UNTIL NSY GO IF NOT FAIL THEN
BEGIN Hierarchy = FALSE: F(K) = G(K) = IF
UPKIN(KABP))
KJ = KJ MEMBERCOLK + MEMBERHMK + FALSE:
UPCOL(KABP))
END KJ
IF FAIL THEN
WRITE("LINEARIZATION FAILURE FOR FUNCTIONS BELOW")
WRITE("LINEARIZED HIERARCHY ANALYSIS MATRIX")
WRITE("AV = SCALE", X10", F", X7,"C")
FOR K = 1 STEP 1 UNTIL NSY DD K(VO = K(0) = (KJ = 0))
WRITE(CP, "FILL F(K) WITH 0", 1A12",") (KJ = 0))
FOR K = 1 STEP 1 UNTIL NSY DD F(K))
END BLOCK C 0)
END BLOCK CJ
END Timer3
END
(2,1)(1,2) Parsing Functions

Consider the grammar
\[ P = \{ G \to AB, \ B \to BC, \ B \to C \} \]

The symbol B is left recursive, that is, B \in NS(B). From the first production we can derive a conflict in P'0'. Similarly, if A had been right recursive, we would have had a conflict in P1' from the first production. We can sum up both situations by saying that an internal recursion will always cause a conflict. Note that the grammar
\[ P = \{ G \to AB', \ B' \to B, \ B \to BC, \ B \to C \} \]

has no internal recursion and is a symbol pair grammar. While we must reject arbitrary grammar transformations on semantic grounds, the insertion of a dummy production does not affect the semantic interpretation of the language. The reader will note several such dummy productions in the grammar of our kernel language.

We would like to extend the range of our grammars without requiring additional work by the programmer. It is perfectly feasible to test for internal recursions and automatically insert dummy productions into the grammar prior to starting the analysis of the syntax.

A perhaps more hopeful approach is to extend the view of the functions P1' and P2'. It happens that internal recursions are allowed if we look left one extra symbol for P1 and right one extra symbol for P2. Extending the notation of Wirth and Weber ([25] p. 52) we call the symbol pair grammars (1,1)(1,1) canonical parse grammars and the suggested extension (2,1)(1,2) canonical parse grammars.

A (2,1)(1,2) syntax preprocessor is considerably more complicated than that for a (1,1)(1,1) grammar. In particular, the defining matrices
for $P_l^n(X,Y,Z)$ and $P_r^n(X,Y,Z)$ contain NSY cubed elements. Even though the density of defined entries is on the order of one percent, a moderately large grammar may require 10,000 entries. It is encouraging to note that no naturally occurring grammar has failed to be a $(2,1)(1,2)$ grammar.

The rules for deriving the values of $P_l^n$ and $P_r^n$ are similar to those for deriving $P_l'$ and $P_r'$. We will first tabulate the various set definitions required for the derivations and then state the rules derived from certain standard production formats.

Set definitions:

- Canonical parse:
  - Tail two symbols $T_2^S(p)$
    - $((X,Y) | (3u)(3R) R ightarrow uXR, R ightarrow Y) \cup$
    - $((X,Y) | (3u)(3R) R ightarrow uR,\{(X,Y) \in T_2^S(R)\})$

- Canonical parse:
  - Head two symbols $H_2^S(p)$
    - $((X,Y) | (3u)(3R) R \rightarrow XXu,\{(Y = R \text{ or } Y \in H_2^S(R))\}) \cup$
    - $((X,Y) | (3u)(3R) R \rightarrow Ru,\{(X,Y) \in H_2^S(R)\})$

- Allowed predecessors $AP(p)$
  - $((X | (3Q)(3R)(3x)(3y) R \rightarrow XXQy,\{(P = Q \text{ or } P \in H_2^Q(Q))\})$

- Allowed successors $AS(p)$
  - $((X | (3Q)(3R)(3x)(3y) R \rightarrow xQxy,\{(P = Q \text{ or } P \in T_2^S(Q))\})$
Derivation rules for the parsing function values.

PL

W → UVV

(3X)(3Z) Z ∈ HS_{W}(V), X ∈ AP(W) implies PL"(X,U,Z) = false.

W → UVV

(3X)(3Y)(3Z) Z ∈ HS_{W}(V), X ∈ AP(W), Y implies PL"(X,Y,Z) = true.

W → UVV

(3X)(3Y)(3Z) Z ∈ HS_{W}(V), (X,Y) ∈ T2S(U) implies PL"(X,Y,Z) = true.

W → tUVV

(3Z) Z ∈ HS_{W}(V) implies PL"(T,U,Z) = false.

W → tUVV

(3Y)(3Z) Z ∈ HS_{W}(V), U → Y implies PL"(T,Y,Z) = true.

W → tUVV

(3X)(3Y)(3Z) Z ∈ HS_{W}(V), (X,Y) ∈ T2S(U) implies PL"(X,Y,Z) = true.

P2

W → tU

(3S) S ∈ AS(W), (3Z) Z ∈ HS_{W}(S) implies P2m(T,U,Z) = false.

W → tU

(3S) S ∈ AS(W), (3X)(3Z) Z ∈ HS_{S}(S), U → Y implies P2m(T,Y,Z) = true.

W → tU

(3Y)(3Z) (Y,Z) ∈ H2S(U) implies P2m(T,Y,Z) = true.

W → tUV

P2m(T,U,V) = false.

W → tUV

(3Y)(3Z) Z ∈ HS_{U}(V), U → Y implies P2m(T,Y,Z) = true.

W → tUV

(3Y)(3Z) (Y,Z) ∈ H2S(U) implies P2m(T,Y,Z) = true.
The block structure of the \((2,1)(1,2)\) preprocessor is similar to that of the symbol pair preprocessor. We organize the set definitions for allowed predecessors, allowed successors, single character derivatives \((y \rightarrow \Rightarrow z)\), head symbols and tail symbols as Boolean matrices. If, for example, \(\text{AP}[i,j] = \text{true}\) then symbol number \(j\) is an allowed predecessor of symbol number \(i\). We gain by avoiding table look ups and loose by being forced to pack the matrices. The blocks \(C_1\), \(C_2\), and \(C_5\) contain relatively transparent algorithms for the computation of the five sets.

Block \(C_4\) delineates the algorithm for computing the function \(P_1^\ast\). Consider an arbitrary canonical derivation \(Y \Rightarrow t\) where \(t \in Y^\ast\).

For every intermediate stage of the derivation (such that it has at least two symbols) the pair of rightmost two symbols of the produced string are an entry in the canonical parse tail two symbols of \(Y\). The procedure \(T_{28}\) tabulates pairs of tail symbols over all possible derivations emanating from its argument. Storage requirements force us to abandon the Boolean matrix definition for these sets and we tabulate them in a linear array. It is also infeasible to record the values of \(P_1^\ast\) in a three dimensional matrix hence we record the values in four linear arrays, the first three giving the coordinates of the point and the fourth its value. At the innermost loop of the analysis (nested within four \textsc{for}'s and five \textsc{if}'s) we find a call on procedure \textsc{enter} which records the computed value.

Since the speed of execution of the algorithm is proportional to the speed of \textsc{enter}, we have attempted to code it efficiently. The first implication is the need for a binary table look up which itself demands that the three coordinate arrays be packed in a single word as the polynomial value \(1 \times n^2 + J \times n + K\) where \(n > N\). Secondly we use even powers of two and Burroughs B5500 partial word operators instead of multiplies and divides as indicated in the comments.
In block 05 we find similar algorithms to compute \( P_2^n \). As one immediately sees by inspecting the output from a trial run on the pages following the program, even a small grammar generates an enormous number of relations. The number is so large that we have been unable to test the program for large grammars. Yet we feel that the information in the tables is highly redundant leading us to conjecture the existence of some analogue to Floyd's \( f \) and \( g \) functions for condensing the information. To date we have not been able to find a reliable algorithm for this purpose.

Our inability to condense the definitions of \( P_1^n \) and \( P_2^n \) into reasonably compact tables is the only bar to their use in the syntactic analyzer of the compiler. It appears that \((2,1)(1,2)\) grammars are sufficiently powerful to describe computer languages with no further generalization. There would be some advantage in generalizing the function \( P_3 \) to allow repeated and empty right parts in the production tables.

The sample output has been slightly rearranged from the actual computer output. The first page contains listings of \( P, X_G, V_B, \) and \( G \). Then follow the definitions of the five sets. The left margin contains the symbol number and name; the top margin the least significant digit of the symbol number. A dot signifies that the symbol numbered in the top margin stands in the indicated relation to the symbol in the left margin. For example, \( EXP \) is in the head of \( <PROGRAM> \).

The first tabulated value for \( P_1^n \) indicates that \( <EXPR> \) \( ELSE \) \( IF \) is an expected triplet and that \( IF \) is not to be moved from \( \bar{z} \) to \( z \) in the general parsing algorithm (because \( <EXPR> \) \( ELSE \) must first form \( <TRUEPART> \).
BEGIN COMMENT (2x1)(1,2) SYNTAX PROCESSOR MCKEEHER JAN, 1966}
INTEGER MAXNSY;
COMMENT MAX NUMBER OF SYMBOLS;
INTEGER MAXNPR;
COMMENT MAX NUMBER OF PRODUCTIONS;
INTEGER MAXLPR;
COMMENT MAX LENGTH OF A PRODUCTION;
INTEGER TI, DT, TJ;
COMMENT TIMING INFORMATION;
INTEGER PC2SAVE, SI, IJ;
COMMENT STATISTICS STORAGE;

DEFINE PACKED = ALPHA;

PROCEDURE TIMER;
BEGIN OT = TJ; T = TIME();
WRITE("TIME ", F7.2", TOTAL ELAPSED = ", F7.2," MIN,",
( T07)/3600, (T-TJ)/3600);
END TIMER;

PROCEDURE SAV(XX); VALUE XX REAL XX RECORD([SI+SI+1] + X);
MAXNSY = 300I MAXNPR = 300I MAXLPR + 5;
PC2SAVE + SI + O;
T + TI = TIME();
WRITE("(2x1)(1,2) SYNTAX PROCESSOR, MCKEEHER JAN, 1966/)");

BEGIN COMMENT SET UP GLOBAL TABLES;
INTEGER ARRAY VO, VI0(MAXNSY); COMMENT 12 SIG. CHARS;
INTEGER ARRAY PR0(MAXNPR), O(MAXLPR); COMMENT PRODUCTIONS;
BOOLEAN ARRAY ON(XX)(MAXNSY); COMMENT ONRIGHT(XX)(MAXNSY);
INTEGER NPR; COMMENT ACTUAL NUMBER OF PRODUCTIONS READ;
INTEGER NSY, NSYN; COMMENT ACTUAL NUMBER OF SYMBOLS READ;

BEGIN COMMENT BLOCK A1; COMMENT CARD INPUT BLOCK;
INTEGER I, J, K;
LABEL INPUTLOP, EOF, FOUND;
INTEGER ARRAY PO, PI0(MAXNPR), O(MAXLPR);
WRITE("PRODUCTIONS/"/);
BEGIN NPR + O;
INPUTLOP;
READ(1244), FOR K = 0 STEP 1 UNTIL MAXLPR DO
[PO(NPR+1, K), PI0(NPR+1, K)];[EOF];
IF PO(NPR+1, K) = " " THEN WRITE(" "/"" ELSE
BEGIN NPR + NPR + 1;
WRITE(" 'x8.2a6", "1024", NPR,
FOR K = 0 STEP 1 UNTIL MAXLPR DO [PO(NPR+1, K), PI0(NPR+1, K)];
END;
GO TO INPUTLOP;
EOF;
NSY = O; VO(0) = VI0(0) = " ";
FOR K = 0 STEP 1 UNTIL MAXLPR DO
BEGIN FOR I = 1 STEP 1 UNTIL NPR DO
BEGIN FOR J = 0 STEP 1 UNTIL NSY DO
IF PO(I+1) = VO(J) AND PI0(I+1, K) = VI0(J) THEN
GO TO FOUND;
J + NSY = NSY + 1;
VO(NSY) = PO(I+1, K), VI0(NSY) = PI0(I+1, K);
END FOR J;
END FOR I;
END FOR K;
GO TO FOUND;
EOF;
FOUND;
BEGIN COMMENT BLOCK 61
COMMENT GRAMMAR CHECKS
INTEGER ARRAY TEST(1:NPR, 1:MAXLPR);
BOOLEAN CHANGE, EMPTY;
INTEGER I, J, K, Z;
LABEL OK;
  J = 0;
FOR 1 = 1 STEP 1 UNTIL NSYN DO IF NOT ONRIGHT(I) THEN
BEGIN J + J + 1;
WRITE("THE UNIQUE TARGET SYMBOL IS: ", 2A9, VO[I], VII[I]);
END I;
IF J = 1 THEN WRITE("THERE IS NO UNIQUE LEFTMOST SYMBOL");
FOR 1 = 1 STEP 1 UNTIL NPR DO FOR J = 0 STEP 1 UNTIL MAXLPR DO
TEST(1,J) = IF PR(I,J) > NSYN THEN 0 ELSE PR(I,J);
CHANGE = TRUE;
WHILE CHANGE DO
BEGIN CHANGE = FALSE;
FOR 1 = 1 STEP 1 UNTIL NPR DO
BEGIN Z + TEST(1,0);
IF Z = 0 THEN
BEGIN EMPTY = TRUE;
FOR J = 1 STEP 1 UNTIL MAXLPR DO
EMPTY = EMPTY AND TEST(1,J) = 0;
IF EMPTY THEN FOR K = 1 STEP 1 UNTIL NPR DO
FOR J = 0 STEP 1 UNTIL MAXLPR DO IF TEST(K,J) = Z THEN
CHANGE = CHANGE OR EMPTY;
END;
END;
END CHANGE;
FOR 1 = 1 STEP 1 UNTIL NPR DO IF TEST(1,0) = 0 THEN
WRITE("PRODUCTION", 1A, " LEADS TO A NON-TERMINATING PHRASE", 1J);
END;
END.
FOR I = 1 STEP 1 UNTIL NPR DO
BEGIN COMMENT CHECK FOR EMPTY LEFT AND RIGHT PARTS;
  IF PR(I,0) = 0 THEN
    WRITE("PRODUCTION ", J) " HAS AN EMPTY LEFT PART")
  IF PR(I,1) = 0 THEN
    WRITE("PRODUCTION ", J) " HAS AN EMPTY RIGHT PART")
FOR J = 1 STEP 1 UNTIL NAR DO
BEGIN COMMENT CHECK FOR IDENTICAL RIGHT PARTS;
  FOR K = 1 STEP 1 UNTIL MAXLPK DO IF PR(I,J,K) # PR(I,J,K) THEN
    GO TO OK
WRITE("PRODUCTIONS ", J) AND ", J,
" MUST BE DISTINGUISHED BY THE INTERPRETATION RULES")
END;
END J
END I
TIME;
WRITE([[PAGE]]);
END BLOCK B3;

BEGIN COMMENT BLOCK C1:
COMMENT SYNTAX ANALYSIS:
PACKED ARRAY CRC(0:1023); COMMENT COORDINATES;
INTEGER ARRAY S1, S2(0:1023); COMMENT NSY*2;
BOOLEAN ARRAY W(0:1023);
PACKED ARRAY INHEAD, INTAIL(0:NSY), ONSY DIV 483;
PACKED ARRAY SCD(0:NSY), ONSY DIV 483;
PACKED ARRAY AP, ASORDSY, ONSY DIV 483;
BOOLEAN ARRAY BEENHERE(0:NSY);
INTEGER NVAL, P2C, FINDS;
BOOLEAN STREAM PROCUODURE GETBIT(A, I) VALUE II;
BEGIN S1 = AJ SKIP I S1 TALLY + 1;
IF S1 THEN GETBIT = TALLY;
END GETBIT;
STREAM PROCEDURE SETBIT(A, I) VALUE II;
BEGIN OP = AJ SKIP I OBJ NS SET;
END SETBIT;

PROCEDURE ENTER(I, J, K, X) VALUE I, J, K, X;
INTEGER I, J, K, ROOLEAN X;
BEGIN LABEL BINARYLOOKUP, COTITALREADY;
  INTEGER R, K, L, N, NH, L;
  IF NVAL = 1022 THEN
    BEGIN WRITE("TOO MANY ANALYSIS FUNCTION VALUES")
      NVAL = 11
    TIME;
    END;
COMMENT WE PACK COORDINATES BOTH FOR STORAGE ECONOMY AND
SPEED IN THE BINARY LOOKUP FOR INSERTIONS;
B = 01 T = NVAL; H = K(24:36,12)4(19:36,12);
COMMENT H IS THE COORDINATES AS POWERS OF 2*10
RINARYLOOKUP: H + (R+T), {36,111} COMMENT DIV 2;
H0 + CRH(3);
IF HH < H THEN R + 1 ELSE
IF HH > H THEN T + 1 ELSE
BEGIN IF NOT (X EQ Y) THEN WRITE("CONFLICT: ", 3A6,
VOC1),X1,I, VOC1),Y1,J, VOC1),V1(1), VOC1),V1(1),
FINDS + FINDS + 1J COMMENT FOR STATISTICS;
GO TO GOTALREADY;
END;
IF R+1 # T THEN GO TO RINARYLOOKUP;
FOR L + NVAL STEP =1 UNTIL T DO
BEGIN CRCL+1, + CM(3);
VL+1, + VL1;
END LJ;
CRL+1, + WL, + 1X;
NVAL + NVAL + 1J;
GOTALREADY;
END ENTER;

PROCEDURE PUT(X, Y); VALUE X, Y; INTEGER X, Y;
BEGIN COMMENT ENTER A HEAD OR TAIL PAIR INTO LIST;
INTEGER JL, LABEL GOTALREADY;
FOR I + 1 STEP 1 UNTIL PGC DO
IF S1[I] = X THEN
IF S2[I] = Y THEN GO TO GOTALREADY;
PGC + PGC + 1;
IF PGC > 1022 THEN WRITE("TOO MANY PAIRS");
COMMENT NE SAVE PGC FOR STATISTICAL ANALYSIS;
IF PGC > PGCSAVE THEN PGSAVE + PGC;
S1[PGC] = X;
S2[PGC] = Y;
GOTALREADY;
END PUT;

PROCEDURE PRINTMATRIX(TITLE, H); FORMAT TITLE;
PACKED ARRAY M[Ox031];
BEGIN COMMENT PRINT A BOOLEAN MATRIX;
INTEGER I, J;
WRITE(TITLE);
WRITE("<X9: "SYMBOL","X5, 100{1}>>
FOR I + 1 STEP 1 UNTIL NSY DO
FOR J + 1 STEP 1 UNTIL NSX DO
WRITE("<I3, X3>, <A6, X9, 10041>, I, VOC1), Y1,
FOR J + 1 STEP 1 UNTIL NSY DO
IF GETBIT(M[I], J) DIV 40 ≅ ENTIER(J MOD 40) THEN ";" ELSE " ");
TIMER;
WRITE("PAGE");
END PRINTMATRIX;

PROCEDURE TARPULTE(N); VALUE N, ALPHA N;
BEGIN COMMENT PRINT VALUES P1(x,y,z) AND P2(x,y,z);
INTEGER I, C1, C2, C3;
FOR I + 1 STEP 1 UNTIL NVAL DO
BEGIN C1 + CR1, (I), (1,1);
C2 + CR1, (1,1), (24,12);
C3 + CR1, (1,36,112);
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\( n \), \( \text{VHead}[1], \text{VTail}[1], \text{VHead}[2], \text{VTail}[2], \text{VHead}[3], \text{VTail}[3], \text{VHead}[4], \text{VTail}[4], \text{VHead}[5], \text{VTail}[5], \text{VHead}[6], \text{VTail}[6], \text{VHead}[7], \text{VTail}[7], \text{VHead}[8], \text{VTail}[8], \text{VHead}[9], \text{VTail}[9], \text{VHead}[10], \text{VTail}[10], \text{VHead}[11], \text{VTail}[11] \)

END;

WRITE(5, "FUNCTION VALUES: DENSITY = ", F6.2, "\" ",
" ENTRIES/VALUE", F6.2,
" NVAL, 100*NVAL/NSY*3, (FINDS*NVAL)/NVAL);

TIMER;

SAVE(1,DT)/SAVE(1);

WRITE(PAGE));

END TABULATE;

CR[0] + DJ COMMENT A SAFE "BOTTOM" FOR THE BINARY LOOKUP;

BEGIN COMMENT BLOCK C 1 COMMENT HEAD AND TAIL OCCURENCES;

COMMENT INHEAD[I,J] IMPLIES J IS IN THE HEAD OF I;

INTEGER I; J;

PROCEDURE MS(S); VALUE S; INTEGER S;

BEGIN COMMENT FIND ALL THE HEADS OF S;

INTEGER I, J, Z;

IF NOT GETV(INHEAD[S,5 DIV 48],ENTER(S MOD 48)) THEN

BEGIN SETV(INHEAD[S,5 DIV 48],ENTER(S MOD 48));

FOR 1 = 1 STEP 1 UNTIL NPAR DO IF PR1[I,O] = S THEN

BEGIN Z = PR1[I,J];

HSZ(Z);

FOR J = 1 STEP 1 UNTIL NSY DO

IF GETV(INHEAD[Z,J DIV 48],ENTER(J MOD 48)) THEN

SETV(INHEAD[Z,J DIV 48],ENTER(J MOD 48));

END;

END;

END HS;

PROCEDURE TS(S); VALUE S; INTEGER S;

BEGIN COMMENT FIND ALL THE TAILS OF S;

INTEGER I, J, Z;

LABEL F1;

IF NOT GETV(INTAIL[S,5 DIV 48],ENTER(S MOD 48)) THEN

BEGIN SETV(INTAIL[S,5 DIV 48],ENTER(S MOD 48));

FOR 1 = 1 STEP 1 UNTIL NPAR DO IF PR1[I,O] = S THEN

BEGIN FOR J = MAXPAR STEP -1 UNTIL 1 DO

IF PR1[I,J] ≠ 0 THEN GO TO F1;

F1: I = PR1[I,J];

TS(Z);

FOR J = 1 STEP 1 UNTIL NSY DO

IF GETV(INTAIL[Z,J DIV 48],ENTER(J MOD 48)) THEN

SETV(INTAIL[Z,J DIV 48],ENTER(J MOD 48));

END;

END;

END TS;

FOR I = 0 STEP 1 UNTIL NSY DO FOR J = 0 STEP 1 UNTIL NSY DIV 48

DO INHEAD[I,J] = INTAIL[I,J] + DJ;

FOR I = 1 STEP 1 UNTIL NSY DO

BEGIN MS(I); TS(I);
BEGIN BLOCK C 2;
BEGIN COMMENT SINGLE CHARACTER DERIVATIVES;
COMMENT SCO[i,j] IMPLIES THAT J IS A SINGLE CHARACTER
DERIVATIVE OF I;
INTEGER I, J, K;
BOOLEAN CHANGE;
FOR I = 0 STEP 1 UNTIL NSY DO
FOR J = 0 STEP 1 UNTIL NSY DIV 48 DO SCO[i,j] = 0;
FOR I = 1 STEP 1 UNTIL NPR DO
IF PRI[i,1] = 0 THEN
SETBIT(SCO[i,0],PRI[i,1] DIV 48)ENTER(PRI[i,1] MOD 48);
CHANGE = TRUE;
END CHANGE;
WHILE CHANGE DO
BEGIN CHANGE = FALSE;
FOR I = 1 STEP 1 UNTIL NSY DO
FOR J = 1 STEP 1 UNTIL NSY DO
IF GETBIT(SCO[i,j] DIV 48)ENTER(J MOD 48) THEN
FOR K = 1 STEP 1 UNTIL NSY DO
IF GETBIT(SCO[i,k] DIV 48)ENTER(K MOD 48) THEN
BEGIN CHANGE = TRUE;
SETBIT(SCO[i,k] DIV 48)ENTER(K MOD 48);
END;
END CHANGE;
PRIMATRIX(</"SINGLE CHARACTER DERIVATIVES"/>, SCO[i,j]);
END BLOCK C 2;

BEGIN COMMENT BLOCK C 3;
BEGIN COMMENT PREDECESSORS AND SUCCESSORS;
COMMENT API[i,j] IMPLIES J IS AN ALLOWED PREDECESSOR OF I;
INTEGER I, J, P;
FOR I = 0 STEP 1 UNTIL NSY DO
FOR J = 0 STEP 1 UNTIL NSY DIV 48 DO
API[i,j] = API[1,i] + 0;
FOR P = 1 STEP 1 UNTIL NSY DO
FOR I = 1 STEP 1 UNTIL NPS DO
BEGIN COMMENT PREDECESSORS FIRST;
FOR J = 2 STEP 1 UNTIL MAXPL I DO
IF PRI[i,j] = 0 THEN ELSE
IF GETBIT(INHEADPRI[i,j]P DIV 48)ENTER(P MOD 48) THEN
SETBIT(APR[1,j,i] DIV 48)ENTER(PRI[i,j] DIV 48);
END
END-
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BEGIN COMMENT BLOCK C 41; COMMENT HIERARCHY ANALYSIS;
PROCEDURE T2S(P); VALUE PJ INTEGER PJ;
BEGIN COMMENT THE CANONICAL PARSE TAIL 2 SYMBOLS OF PJ;
INTEGER I, J, R, X, Y;
LABEL FJ;
BEENTHERE(P) = TRUE;
FOR I = 1 STEP 1 UNTIL NPAR DO IF PR(I) = P THEN
BEGIN FOR J = MAXPRP STEP -1 UNTIL 1 DO IF PR(I, J) = 0 THEN
GO TO FJ;
F1 R = PR(I, J);
IF J / 1 THEN
BEGIN COMMENT PRODUCTION LENGTH AT LEAST TWO;
X = PR(I, J-1);
PUT(X, R);
FOR Y = 1 STEP 1 UNTIL NSYM DO IF GETRIT(X, Y) = R DIV 48 + ENTER(Y MOD 48) THEN
PUT(X, Y);
END;
IF NOT REENTHERE() THEN T2S(R);
END;
END T2S;

NYVAL + 1; FINDS + 0; CRC11 = 1024*3;
FOR I = 1 STEP 1 UNTIL NPAR DO IF PR(I, 2) = 0 THEN
BEGIN COMMENT HIERARCHY ANALYSIS RELATIONS;
B = PR(I, 1); C = PR(I, 2);
P = PR(I, 3);
FOR I = 1 STEP 1 UNTIL NSY DO REENTHERE() = * FALSE;
P2C = 0; T2S(R);;
FOR Z = NSYM + 1 STEP 1 UNTIL NSY DO IF GETRIT(INHEAD(Z) DIV 48 + ENTER(Z MOD 48)) THEN
BEGIN COMMENT Z ARE IN HSTAT();
FOR X = 1 STEP 1 UNTIL NSY DO IF GETRIT(X + P DIV 48 + ENTER(X MOD 48)) THEN
BEGIN ENTER(X, Y, Z, FALSE);
IF B & NSYM THEN
FOR Y = 1 STEP 1 UNTIL NSY DO IF GETRIT(SDSCR + Y DIV 48 + ENTER(Y MOD 48)) THEN
ENTER(X, Y, Z, TRUE);
END X1
FOR I = 1 STEP 1 UNTIL P2C DO
  ENTER(S1{I,13}, S2{I,13}, Z, TRUE)
END Z1
FOR I2 = 3 STEP 1 UNTIL MAXLPR DO IF PR[11, 12] != 0 THEN BEGIN
  A = P{I1, 12-23}; R = PR[11, 12-23]; C = P{I1, 12-23};
  FOR I = 1 STEP 1 UNTIL NSY DO BEGIN
    IF PR[11, 12] = 0 THEN BEGIN
      IF A = PR[11, 12] THEN FOR Y = 1 STEP 1 UNTIL NSY DO IF GETRT(INHEAD02, DIV 48, ENTER(Y MOD 48)) THEN BEGIN
        ENTER(A, R, Z, TRUE);
        IF B = NSYN THEN FOR Y = 1 STEP 1 UNTIL NSY DO IF GETRT(INHEAD02, DIV 48, ENTER(Y MOD 48)) THEN BEGIN
          ENTER(A, R, Z, TRUE);
          FOR Z = 1 STEP 1 UNTIL P2C DO ENTER(S1{I1, 13}, S2{I1, 13}, Z, TRUE)
        END Z1
      END 11;
      NVAL = NVAL + 1;
      WRITE("HIERARCHY ANALYSIS FUNCTIONS: ");
      TABULATE("P1");
    END Z1
  END 11;
END 10;
BEGIN COMMENT BLOCK C 51; COMMENT PRODUCTION RECOGNITION!
INTEGER A, R, C, P, Y, Z, I, 11, 12, 13;
LABEL LASTONE;
PROCEDURE H25(PJ): VALUE PJ INTEGER PJ;
BEGIN COMMENT THE CANONICAL PARSE HEAD 2 SYMBOLS IN PJ
  INTEGER I1, R, X, Y, Z;
  BEENHERE(PJ) = TRUE;
  FOR I = 1 STEP 1 UNTIL NPR DO IF PR[I1, 0] = 0 THEN BEGIN
    IF PR[I2, 23] != 0 THEN BEGIN
      COMMENT PRODUCTION OF LENGTH AT LEAST TWO;
      X = PR[I2, 13]; R = PR[I2, 23];
      IF GETRT(INHEAD02, X DIV 48, ENTER(Y MOD 48)) THEN PUT(X, Y);
    END;
    R = PR[I1, 13];
    IF NOT BEENHERE(R) THEN H25(R);
  END 11;
END H25;
END 11;
NVAL = 1; FINDS = 0; CRT(1) = 1024*3;
BEGIN COMMENT PRODUCTION RECOGNITION RELATIONS;
FOR 12 = 2 STEP 1 UNTIL MAXLPR DO
BEGIN
A = PR(1, 12)
B = PR(1, 12)
C = PR(1, 12)
IF A = 0 THEN Go to LASTONE
IF B = 0 THEN Go to LASTONE
IF C = 0 THEN Go to LASTONE
END

LASTONE:
FOR X = 1 TO 10
FOR Y = 1 TO 10
FOR Z = 1 TO 10
END
END
END

WRITE("PRODUCTION RECOGNITION FUNCTIONS")
TABULATE("P2")
END BLOCK C 51
END

SAVE(1, 71, 3600)
SAVE(P2, SAVF)
WRITE(PRINFILE, <F8, 3 "MCKEENAN">, FOR 1 + 1 STEP 1 UNTIL 51 DO
RECORD[11])
END.
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PRODUCTIONS

1. PROGRAM + EOF
2. EXP + IF-Clause TRUEPART EXP
3. EXP + SUM
4. TRUEPART + EXP ELSE EXP
5. IF-CLAUSE + IF TRUEPART
6. EXP + SUM + SUM - SUM
7. IDENT + PRIMARY
8. INTEGER + EXP

INTERMEDIATE SYMBOLS:
1. PROGRAM
4. IF-CLAUSE
5. SUM

TERMINAL SYMBOLS:
7. EOF
10. +
13. )
8. IF
11. IDENT
14. ELSE
9. +
12. INTEGER
15. THEN

THE UNIQUE TARGET SYMBOL is PROGRAM.
TIME = 0.12, TOTAL ELAPSED = 0.12 MIN.
INHEAD:

```
SYMBOL  1234567890123456
1 <PROGRAM>  
2 <EXP>  
3 <TRUEPART>  
4 <IF CLAUSE>  
5 <SUM>  
6 <PRIMARY>  
7 <EOF>  
8 IF  
9 =  
10 =  
11 IDENT  
12 INTEGER  
13 (  
14 ELSE  
15 THEN  
16 )
TIME = 0.04, TOTAL ELAPSED = 0.16 MIN.
```

INTAIL:

```
SYMBOL  1234567890123456
1 <PROGRAM>  
2 <EXP>  
3 <TRUEPART>  
4 <IF CLAUSE>  
5 <SUM>  
6 <PRIMARY>  
7 <EOF>  
8 IF  
9 +  
10 =  
11 IDENT  
12 INTEGER  
13 (  
14 ELSE  
15 THEN  
16 )
TIME = 0.04, TOTAL ELAPSED = 0.20 MIN.
```
SINGLE CHARACTER DERIVATIVES

<table>
<thead>
<tr>
<th>SYMBOL</th>
<th>1234567890123456</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PROGRAM</td>
</tr>
<tr>
<td>2</td>
<td>EXPRESSION</td>
</tr>
<tr>
<td>3</td>
<td>TRUE_PART</td>
</tr>
<tr>
<td>4</td>
<td>IF_CLAUSE</td>
</tr>
<tr>
<td>5</td>
<td>SUM</td>
</tr>
<tr>
<td>6</td>
<td>PRIMARY</td>
</tr>
<tr>
<td>7</td>
<td>EQU</td>
</tr>
<tr>
<td>8</td>
<td>IF</td>
</tr>
<tr>
<td>9</td>
<td>=</td>
</tr>
<tr>
<td>10</td>
<td>IDENTITY</td>
</tr>
<tr>
<td>11</td>
<td>INTEGER</td>
</tr>
<tr>
<td>12</td>
<td>(</td>
</tr>
<tr>
<td>13</td>
<td>ELSL</td>
</tr>
<tr>
<td>14</td>
<td>THEN</td>
</tr>
<tr>
<td>15</td>
<td>)</td>
</tr>
</tbody>
</table>

TIME = 0.04, TOTAL ELAPSED = 0.24 MIN.
ALLOWED SUCCESSORS:

```
SYMBOL  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 <PRUHKW> ** ** **
2 <EXPR> ** ** **
3 <TRUEPART> ** **
4 <IF CLAUSE> ** **
5 <SUM> ** ** **
6 <PRIMARY> ** ** **
7 EOF ** ** **
8 IF ** ** **
9 + ** ** **
10 * ** ** **
11 IDENT ** ** **
12 INTEGER ** ** **
13 ( ** ** **
14 ELSE ** ** **
15 THEN ** ** **
16 ) ** ** **
TIME = 0.04, TOTAL ELAPSED = 0.37 MIN.
```
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HIERARCHY ANALYSIS FUNCTIONS

P1" <EXPR> FALSE IF ) = P1" ( 2, 14, 8 ) = TRUE
P1" <EXPR> FALSE + ) = P1" ( 2, 14, 9 ) = TRUE
P1" <EXPR> FALSE - ) = P1" ( 2, 14, 10 ) = TRUE
P1" <EXPR> FALSE IDENT ) = P1" ( 2, 14, 11 ) = TRUE
P1" <EXPR> FALSE INTEGER ) = P1" ( 2, 14, 12 ) = TRUE
P1" <EXPR> FALSE ( ) ) = P1" ( 2, 14, 13 ) = TRUE
P1" <EXPR> THEN IF ) = P1" ( 2, 15, 8 ) = TRUE
P1" <EXPR> THEN + ) = P1" ( 2, 15, 9 ) = TRUE
P1" <EXPR> THEN - ) = P1" ( 2, 15, 10 ) = TRUE
P1" <EXPR> THEN IDENT ) = P1" ( 2, 15, 11 ) = TRUE
P1" <EXPR> THEN INTEGER ) = P1" ( 2, 15, 12 ) = TRUE
P1" <EXPR> THEN ( ) ) = P1" ( 2, 15, 13 ) = TRUE
P1" <EXPR> ) ) ) = P1" ( 2, 16, 7 ) = TRUE
P1" <EXPR> EOF ) ) ) = P1" ( 3, 2, 7 ) = TRUE
P1" <TRUEPART> <EXPR> ELSE ) ) ) ) = P1" ( 3, 2, 14 ) = TRUE
P1" <TRUEPART> <EXPR> THEN ) ) ) ) = P1" ( 3, 2, 15 ) = TRUE
P1" <TRUEPART> <EXPR> ) ) ) ) = P1" ( 3, 2, 16 ) = TRUE
P1" <TRUEPART> <IF> IF ) ) ) ) = P1" ( 3, 4, 8 ) = FALSE
P1" <TRUEPART> <IF> + ) ) ) ) = P1" ( 3, 4, 9 ) = FALSE
P1" <TRUEPART> <IF> - ) ) ) ) = P1" ( 3, 4, 10 ) = FALSE
P1" <TRUEPART> <IF> IDENT ) ) ) ) = P1" ( 3, 4, 11 ) = FALSE
P1" <TRUEPART> <IF> INTEGER ) ) ) ) = P1" ( 3, 4, 12 ) = FALSE
P1" <TRUEPART> <IF> ( ) ) ) ) = P1" ( 3, 4, 13 ) = FALSE
P1" <TRUEPART> <SUMP> + ) ) ) ) = P1" ( 3, 5, 9 ) = FALSE
P1" <TRUEPART> <SUMP> - ) ) ) ) = P1" ( 3, 5, 10 ) = FALSE
P1" <TRUEPART> <SUMP> ) ) ) ) = P1" ( 3, 6, 9 ) = TRUE
P1" <TRUEPART> <SUMP> ) ) ) ) = P1" ( 3, 6, 10 ) = TRUE
P1" <TRUEPART> <SUMP> IF ) ) ) ) = P1" ( 3, 6, 11 ) = FALSE
P1" <TRUEPART> <SUMP> + ) ) ) ) = P1" ( 3, 6, 12 ) = FALSE
P1" <TRUEPART> <SUMP> - ) ) ) ) = P1" ( 3, 6, 13 ) = FALSE
P1" <TRUEPART> <SUMP> ) ) ) ) = P1" ( 3, 7, 9 ) = FALSE
P1" <TRUEPART> <SUMP> ) ) ) ) = P1" ( 3, 7, 10 ) = FALSE
P1" <TRUEPART> <SUMP> ) ) ) ) = P1" ( 3, 7, 11 ) = FALSE
P1" <TRUEPART> <SUMP> ) ) ) ) = P1" ( 3, 7, 12 ) = FALSE
P1" <TRUEPART> <SUMP> ) ) ) ) = P1" ( 3, 7, 13 ) = FALSE
P1" <TRUEPART> <SUMP> ) ) ) ) = P1" ( 3, 8, 8 ) = FALSE
P1" <TRUEPART> <SUMP> ) ) ) ) = P1" ( 3, 8, 9 ) = FALSE
P1" <TRUEPART> <SUMP> ) ) ) ) = P1" ( 3, 8, 10 ) = FALSE
P1" <TRUEPART> <SUMP> ) ) ) ) = P1" ( 3, 8, 11 ) = FALSE
P1" <TRUEPART> <SUMP> ) ) ) ) = P1" ( 3, 8, 12 ) = FALSE
P1" <TRUEPART> <SUMP> ) ) ) ) = P1" ( 3, 9, 13 ) = FALSE
P1" <TRUEPART> + IDENT ) ) ) ) = P1" ( 3, 10, 11 ) = FALSE
P1" <TRUEPART> + INTEGER ) ) ) ) = P1" ( 3, 10, 12 ) = FALSE
P1" <TRUEPART> + ( ) ) ) ) = P1" ( 3, 10, 13 ) = FALSE
P1" <TRUEPART> - IDENT ) ) ) ) = P1" ( 3, 11, 9 ) = TRUE
P1" <TRUEPART> - INTEGER ) ) ) ) = P1" ( 3, 11, 10 ) = TRUE
P1" <TRUEPART> - ( ) ) ) ) = P1" ( 3, 11, 11 ) = TRUE
P1" <TRUEPART> IF ) ) ) ) = P1" ( 3, 12, 9 ) = TRUE
P1" <TRUEPART> + ) ) ) ) = P1" ( 3, 12, 10 ) = TRUE
P1" <TRUEPART> ) ) ) ) = P1" ( 3, 13, 8 ) = FALSE
P1" <TRUEPART> ) ) ) ) = P1" ( 3, 13, 9 ) = FALSE
P1" <TRUEPART> ) ) ) ) = P1" ( 3, 13, 10 ) = FALSE
P1" <TRUEPART> ) ) ) ) = P1" ( 3, 13, 11 ) = FALSE
P1" <TRUEPART> ) ) ) ) = P1" ( 3, 13, 12 ) = FALSE
<table>
<thead>
<tr>
<th>line</th>
<th>code</th>
<th>value 1</th>
<th>value 2</th>
<th>value 3</th>
<th>result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><code>IF</code></td>
<td>7</td>
<td>4</td>
<td>12</td>
<td>FALSE</td>
</tr>
<tr>
<td>2</td>
<td><code>IF</code></td>
<td>7</td>
<td>4</td>
<td>13</td>
<td>FALSE</td>
</tr>
<tr>
<td>3</td>
<td><code>IF</code></td>
<td>7</td>
<td>5</td>
<td>7</td>
<td>TRUE</td>
</tr>
<tr>
<td>4</td>
<td><code>IF</code></td>
<td>7</td>
<td>5</td>
<td>9</td>
<td>FALSE</td>
</tr>
<tr>
<td>5</td>
<td><code>IF</code></td>
<td>7</td>
<td>5</td>
<td>10</td>
<td>FALSE</td>
</tr>
<tr>
<td>6</td>
<td><code>IF</code></td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>TRUE</td>
</tr>
<tr>
<td>7</td>
<td><code>IF</code></td>
<td>7</td>
<td>6</td>
<td>9</td>
<td>TRUE</td>
</tr>
<tr>
<td>8</td>
<td><code>IF</code></td>
<td>7</td>
<td>6</td>
<td>10</td>
<td>TRUE</td>
</tr>
<tr>
<td>9</td>
<td><code>IF</code></td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>FALSE</td>
</tr>
<tr>
<td>10</td>
<td><code>IF</code></td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>FALSE</td>
</tr>
<tr>
<td>11</td>
<td><code>IF</code></td>
<td>7</td>
<td>8</td>
<td>10</td>
<td>FALSE</td>
</tr>
<tr>
<td>12</td>
<td><code>IF</code></td>
<td>7</td>
<td>8</td>
<td>11</td>
<td>FALSE</td>
</tr>
<tr>
<td>13</td>
<td><code>IF</code></td>
<td>7</td>
<td>8</td>
<td>12</td>
<td>FALSE</td>
</tr>
<tr>
<td>14</td>
<td><code>IF</code></td>
<td>7</td>
<td>9</td>
<td>12</td>
<td>FALSE</td>
</tr>
<tr>
<td>15</td>
<td><code>IF</code></td>
<td>7</td>
<td>9</td>
<td>13</td>
<td>FALSE</td>
</tr>
<tr>
<td>16</td>
<td><code>IF</code></td>
<td>7</td>
<td>9</td>
<td>14</td>
<td>FALSE</td>
</tr>
<tr>
<td>17</td>
<td><code>IF</code></td>
<td>7</td>
<td>9</td>
<td>15</td>
<td>FALSE</td>
</tr>
<tr>
<td>18</td>
<td><code>IF</code></td>
<td>7</td>
<td>9</td>
<td>16</td>
<td>FALSE</td>
</tr>
<tr>
<td>19</td>
<td><code>IF</code></td>
<td>7</td>
<td>10</td>
<td>12</td>
<td>FALSE</td>
</tr>
<tr>
<td>20</td>
<td><code>IF</code></td>
<td>7</td>
<td>10</td>
<td>13</td>
<td>FALSE</td>
</tr>
<tr>
<td>21</td>
<td><code>IF</code></td>
<td>7</td>
<td>11</td>
<td>7</td>
<td>TRUE</td>
</tr>
<tr>
<td>22</td>
<td><code>IF</code></td>
<td>7</td>
<td>11</td>
<td>8</td>
<td>TRUE</td>
</tr>
<tr>
<td>23</td>
<td><code>IF</code></td>
<td>7</td>
<td>11</td>
<td>9</td>
<td>TRUE</td>
</tr>
<tr>
<td>24</td>
<td><code>IF</code></td>
<td>7</td>
<td>11</td>
<td>10</td>
<td>TRUE</td>
</tr>
<tr>
<td>25</td>
<td><code>IF</code></td>
<td>7</td>
<td>12</td>
<td>7</td>
<td>TRUE</td>
</tr>
<tr>
<td>26</td>
<td><code>IF</code></td>
<td>7</td>
<td>12</td>
<td>8</td>
<td>FALSE</td>
</tr>
<tr>
<td>27</td>
<td><code>IF</code></td>
<td>7</td>
<td>12</td>
<td>9</td>
<td>TRUE</td>
</tr>
<tr>
<td>28</td>
<td><code>IF</code></td>
<td>7</td>
<td>12</td>
<td>10</td>
<td>TRUE</td>
</tr>
<tr>
<td>29</td>
<td><code>IF</code></td>
<td>7</td>
<td>13</td>
<td>8</td>
<td>FALSE</td>
</tr>
<tr>
<td>30</td>
<td><code>IF</code></td>
<td>7</td>
<td>13</td>
<td>9</td>
<td>FALSE</td>
</tr>
<tr>
<td>31</td>
<td><code>IF</code></td>
<td>7</td>
<td>13</td>
<td>10</td>
<td>FALSE</td>
</tr>
<tr>
<td>32</td>
<td><code>IF</code></td>
<td>7</td>
<td>13</td>
<td>11</td>
<td>FALSE</td>
</tr>
<tr>
<td>33</td>
<td><code>IF</code></td>
<td>7</td>
<td>13</td>
<td>12</td>
<td>FALSE</td>
</tr>
<tr>
<td>34</td>
<td><code>IF</code></td>
<td>7</td>
<td>13</td>
<td>13</td>
<td>FALSE</td>
</tr>
<tr>
<td>35</td>
<td><code>IF</code></td>
<td>7</td>
<td>14</td>
<td>15</td>
<td>TRUE</td>
</tr>
<tr>
<td>36</td>
<td><code>IF</code></td>
<td>7</td>
<td>14</td>
<td>16</td>
<td>TRUE</td>
</tr>
<tr>
<td>37</td>
<td><code>IF</code></td>
<td>7</td>
<td>14</td>
<td>17</td>
<td>TRUE</td>
</tr>
<tr>
<td>38</td>
<td><code>IF</code></td>
<td>7</td>
<td>14</td>
<td>18</td>
<td>TRUE</td>
</tr>
<tr>
<td>39</td>
<td><code>IF</code></td>
<td>7</td>
<td>15</td>
<td>7</td>
<td>TRUE</td>
</tr>
<tr>
<td>40</td>
<td><code>IF</code></td>
<td>7</td>
<td>15</td>
<td>8</td>
<td>TRUE</td>
</tr>
<tr>
<td>41</td>
<td><code>IF</code></td>
<td>7</td>
<td>15</td>
<td>9</td>
<td>TRUE</td>
</tr>
<tr>
<td>42</td>
<td><code>IF</code></td>
<td>7</td>
<td>15</td>
<td>10</td>
<td>TRUE</td>
</tr>
<tr>
<td>43</td>
<td><code>IF</code></td>
<td>7</td>
<td>15</td>
<td>11</td>
<td>TRUE</td>
</tr>
<tr>
<td>44</td>
<td><code>IF</code></td>
<td>7</td>
<td>15</td>
<td>12</td>
<td>TRUE</td>
</tr>
<tr>
<td>45</td>
<td><code>IF</code></td>
<td>7</td>
<td>15</td>
<td>13</td>
<td>TRUE</td>
</tr>
<tr>
<td>46</td>
<td><code>IF</code></td>
<td>7</td>
<td>15</td>
<td>14</td>
<td>TRUE</td>
</tr>
<tr>
<td>47</td>
<td><code>IF</code></td>
<td>7</td>
<td>15</td>
<td>15</td>
<td>TRUE</td>
</tr>
<tr>
<td>48</td>
<td><code>IF</code></td>
<td>7</td>
<td>15</td>
<td>16</td>
<td>TRUE</td>
</tr>
<tr>
<td>49</td>
<td><code>IF</code></td>
<td>7</td>
<td>15</td>
<td>17</td>
<td>TRUE</td>
</tr>
<tr>
<td>50</td>
<td><code>IF</code></td>
<td>7</td>
<td>15</td>
<td>18</td>
<td>TRUE</td>
</tr>
</tbody>
</table>
IF * INTEGER
   (
   IDENT
   IDENT
   IDENT
   THEN
   INTEGER
   INTEGER
   THEN
   INT
   INTEGER
   (  
   +
   IDENT
   INTEGER
   (  
   +
   <EXPR>
   EOF
   9
   2
   7
   TRUE
   9
   2
   10
   TRUE
   9
   2
   14
   TRUE
   9
   2
   15
   TRUE
   9
   5
   7
   TRUE
   9
   5
   9
   TRUE
   9
   5
   10
   TRUE
   9
   5
   15
   TRUE
   9
   6
   7
   TRUE
   9
   6
   9
   TRUE
   9
   6
   10
   TRUE
   9
   6
   14
   TRUE
   9
   6
   15
   TRUE
   9
   6
   16
   TRUE
   9
   13
   0
   FALSE
   9
   13
   9
   FALSE
   9
   13
   10
   FALSE
   9
   13
   11
   FALSE
   9
   13
   12
   FALSE
   9
   13
   13
   FALSE
   <EXPR>
   EOF
   10
   2
   7
   TRUE
   10
   2
   9
   TRUE
   10
   2
   10
   TRUE
   10
   2
   14
   TRUE
   10
   2
   15
   TRUE
   10
   5
   7
   TRUE
   10
   5
   9
   TRUE
   10
   5
   10
   TRUE
   10
   5
   14
   TRUE
   10
   5
   15
   TRUE
   10
   6
   7
   TRUE
   10
   6
   9
   TRUE
   10
   6
   10
   TRUE
   10
   6
   14
   TRUE
   10
   6
   15
   TRUE
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PRODUCTION RECOGNITION FUNCTIONS:

P2n (EXPR) ELSE IF ) = P2n (2, 14, 8) = FALSE
P2n (EXPR) ELSE + ) = P2n (2, 14, 10) = FALSE
P2n (EXPR) ELSE IDENT ) = P2n (2, 14, 11) = FALSE
P2n (EXPR) ELSE INTEGER ) = P2n (2, 14, 12) = FALSE
P2n (EXPR) THEN IF ) = P2n (2, 15, 8) = FALSE
P2n (EXPR) THEN + ) = P2n (2, 15, 9) = FALSE
P2n (EXPR) THEN - ) = P2n (2, 15, 10) = FALSE
P2n (EXPR) THEN IDENT ) = P2n (2, 15, 11) = FALSE
P2n (EXPR) THEN INTEGER ) = P2n (2, 15, 12) = FALSE
P2n (EXPR) THEN EOF ) = P2n (2, 15, 13) = FALSE
P2n (EXPR) ELSE ) = P2n (2, 16, 7) = FALSE
P2n (EXPR) EOF ) = P2n (2, 16, 9) = FALSE
P2n (EXPR) ) = P2n (2, 16, 10) = FALSE
P2n (EXPR) ) ELSE ) = P2n (2, 16, 14) = FALSE
P2n (EXPR) ) THEN ) = P2n (2, 16, 15) = FALSE
P2n (EXPR) ) ) ) = P2n (2, 16, 16) = FALSE
P2n (TRUEPART) (EXPR) EOF ) = P2n (3, 3, 7) = TRUE
P2n (TRUEPART) (EXPR) ELSE ) = P2n (3, 3, 14) = FALSE
P2n (TRUEPART) (EXPR) THEN ) = P2n (3, 3, 15) = FALSE
P2n (TRUEPART) (EXPR) ) ) = P2n (3, 3, 16) = FALSE
P2n (TRUEPART) (SUM) EOF ) = P2n (3, 3, 7) = TRUE
P2n (TRUEPART) (SUM) ELSE ) = P2n (3, 3, 14) = FALSE
P2n (TRUEPART) (SUM) THEN ) = P2n (3, 3, 15) = FALSE
P2n (TRUEPART) (SUM) ) ) ) = P2n (3, 3, 16) = FALSE
P2n (TRUEPART) (PRIMARY) EOF ) = P2n (3, 6, 7) = TRUE
P2n (TRUEPART) (PRIMARY) ELSE ) = P2n (3, 6, 14) = FALSE
P2n (TRUEPART) (PRIMARY) THEN ) = P2n (3, 6, 15) = TRUE
P2n (TRUEPART) (PRIMARY) ) ) = P2n (3, 6, 16) = TRUE
P2n (TRUEPART) (IDENT) EOF ) = P2n (3, 11, 7) = TRUE
P2n (TRUEPART) (IDENT) ELSE ) = P2n (3, 11, 14) = TRUE
P2n (TRUEPART) (IDENT) THEN ) = P2n (3, 11, 15) = TRUE
P2n (TRUEPART) (IDENT) ) ) ) = P2n (3, 11, 16) = TRUE
P2n (TRUEPART) (INTEGER) EOF ) = P2n (3, 12, 7) = TRUE
P2n (TRUEPART) (INTEGER) ELSE ) = P2n (3, 12, 14) = FALSE
P2n (TRUEPART) (INTEGER) THEN ) = P2n (3, 12, 15) = TRUE
P2n (TRUEPART) (INTEGER) ) ) ) = P2n (3, 12, 16) = TRUE
P2n (TRUEPART) (TRUEPART) (EXPR) ) = P2n (4, 3, 23) = FALSE
P2n (SUM) + ) = P2n (5, 9, 6) = FALSE
P2n (SUM) ) ) ) = P2n (5, 10, 6) = FALSE
P2n (EOF) (EXPR) EOF ) = P2n (7, 2, 7) = FALSE
P2n (EOF) (PRIMARY) EOF ) = P2n (7, 5, 7) = TRUE
P2n (EOF) (IDENT) EOF ) = P2n (7, 11, 7) = TRUE
P2n (EOF) (INTEGER) EOF ) = P2n (7, 12, 7) = TRUE
P2n (IF) (EXPR) THEN ) = P2n (8, 2, 13) = FALSE
P2n (IF) (SUM) THEN ) = P2n (8, 5, 15) = TRUE
P2n (IF) (PRIMARY) THEN ) = P2n (8, 6, 15) = TRUE
P2n (IF) (IDENT) THEN ) = P2n (8, 11, 15) = TRUE
P2n (IF) (INTEGER) THEN ) = P2n (8, 12, 15) = TRUE
P2n (IF) ) = P2n (9, 6, 7) = FALSE
P2n (IF) ) = P2n (9, 6, 9) = FALSE
P2M(+<PRIMAry>"-" ) = P2M(9, 6, 10 ) = FALSE
P2M(+<PRIMAry>"ELSE" ) = P2M(9, 6, 14 ) = FALSE
P2M(+<PRIMAry>"THEN" ) = P2M(9, 6, 15 ) = FALSE
P2M(+<PRIMAry>"=" ) = P2M(9, 6, 16 ) = TRUE
P2M(+IDENT"EOF" ) = P2M(9, 11, 7 ) = TRUE
P2M(+IDENT"=" ) = P2M(9, 11, 9 ) = TRUE
P2M(+IDENT"=" ) = P2M(9, 11, 10 ) = TRUE
P2M(+IDENT"ELSE" ) = P2M(9, 11, 14 ) = TRUE
P2M(+IDENT"THEN" ) = P2M(9, 11, 15 ) = TRUE
P2M(+IDENT"=" ) = P2M(9, 11, 16 ) = TRUE
P2M(+INTEGER"EOF" ) = P2M(9, 12, 7 ) = TRUE
P2M(+INTEGER"=" ) = P2M(9, 12, 9 ) = TRUE
P2M(+INTEGER"=" ) = P2M(9, 12, 10 ) = TRUE
P2M(+INTEGER"ELSE" ) = P2M(9, 12, 14 ) = TRUE
P2M(+INTEGER"THEN" ) = P2M(9, 12, 15 ) = TRUE
P2M(+INTEGER"=" ) = P2M(9, 12, 16 ) = TRUE
P2M(-<PRIMAry>"EOF" ) = P2M(10, 6, 7 ) = FALSE
P2M(-<PRIMAry>"=" ) = P2M(10, 6, 9 ) = FALSE
P2M(-<PRIMAry>"=" ) = P2M(10, 6, 10 ) = FALSE
P2M(-<PRIMAry>"ELSE" ) = P2M(10, 6, 14 ) = FALSE
P2M(-<PRIMAry>"THEN" ) = P2M(10, 6, 15 ) = FALSE
P2M(-<PRIMAry>"=" ) = P2M(10, 6, 16 ) = FALSE
P2M(-IDENT"EOF" ) = P2M(10, 11, 7 ) = TRUE
P2M(-IDENT"=" ) = P2M(10, 11, 9 ) = TRUE
P2M(-IDENT"=" ) = P2M(10, 11, 10 ) = TRUE
P2M(-IDENT"ELSE" ) = P2M(10, 11, 14 ) = TRUE
P2M(-IDENT"THEN" ) = P2M(10, 11, 15 ) = TRUE
P2M(-IDENT"=" ) = P2M(10, 11, 16 ) = TRUE
P2M(-INTEGER"EOF" ) = P2M(10, 12, 7 ) = TRUE
P2M(-INTEGER"=" ) = P2M(10, 12, 9 ) = TRUE
P2M(-INTEGER"=" ) = P2M(10, 12, 10 ) = TRUE
P2M(-INTEGER"ELSE" ) = P2M(10, 12, 14 ) = TRUE
P2M(-INTEGER"THEN" ) = P2M(10, 12, 15 ) = TRUE
P2M(-INTEGER"=" ) = P2M(10, 12, 16 ) = TRUE
P2M(-<EXPR>) = P2M(13, 2, 16 ) = FALSE
P2M(-<SUM>) = P2M(13, 5, 16 ) = TRUE
P2M(-<PRIMAry>) = P2M(13, 6, 16 ) = TRUE
P2M(-IDENT) = P2M(13, 11, 16 ) = TRUE
P2M(-INTEGER) = P2M(13, 12, 16 ) = TRUE

92 FUNCTION VALUES, DENSITY = 2.25%, ENTRIES/VALUE = 1.39
TIME = 0.06s, TOTAL ELAPSED = 0.42 MIN.
SECTION 3

THE KERNEL LANGUAGE

Principles of Design

The kernel language must above all provide the programmer with a convenient means for controlling an automatic digital computer. Our first task is to discuss several general principles of language design and the contribution each makes toward the final form of the kernel language.

We require that the language be minimal in that the forms of the language must be concise and that there be as few kinds of forms as necessary. The conciseness and mnemonic significance of expressions in program text will depend upon the available character set as well as the aesthetic suitability of the multicharacter symbols chosen to represent the various linguistic entities. We have exercised considerable care in choosing the forms for the kernel language, drawing from the notations of Algol, Euler [29], Iverson’s language [15] and PL/I [14]. We nevertheless realize that our readers with different experience in language or with different hardware may take strong exception to our choices. Our interest is primarily in the organization behind the linguistic façade and we take refuge in the realization that the language user can choose his own forms with the aid of the mechanisms of the extendable compiler.
We minimize the number of different structural forms by requiring that the kernel language be involuted. Involution is achieved by avoiding constructs that are applicable only in local context; we give some examples of failures in existing computer languages.

In Algol 60 we find the following isolated features:

1. A primitive list structure in the constructs <for list> and <actual parameter list> which is unavailable elsewhere (for instance, to be used in array initialization).

2. General call by name is available only through actual parameters.

3. Dynamic memory allocation is available only at block entry.

We also find that most compilers provide a separate language for input and output which includes only a fraction of the power of the complete language. In each case the power of the language can be increased, the number of primitive concepts reduced and the compiler simplified by bringing the action out into the main program on a level with other statements.

By choosing operators and data types to reflect closely the mental processes of the language user we can substantially add to his ability to write brief and lucid programs. With distressing frequency we find that existing computers are ill-suited to the tasks thus set. We will find that our goal of designing a usable computer language frequently implies a more anthropoid machine.

A program can be viewed as a sequence of operations on a data structure. It is necessary to provide the programmer with forms designed to control the sequence conveniently. We find that with a sufficiently elaborate set of sequence controlling forms, we have no need for the more traditional labels and go-to statements. Lest we be misunderstood,
the inclusion of labels would not appreciably complicate the translator. We would regard the appearance of the label definition as an instruction to initialize the corresponding local variable to an appropriate value of type label upon entry into the scope of the variable. The mechanics of implementing the go-to statement are given in Wirth and Weber ([25] p 52). We feel that labels are an anachronistic holdover from early computer languages and are not in the collection of basic concepts.

Whenever possible we defer actions to a later time. A deferred action implies an increased freedom since we have preserved our ability to choose what action, if any, to take.

In particular, we shall require that each value be marked with its type during execution. In this way we can make the machine operators dynamically data dependent.†

The extendable compiler is a translator from the kernel language into a machine language. That language will generally be a mixture of direct commands to the hardware and interpretable information to direct the hardware and other programs present at execution time. We will call the program structure present at execution time the interpretive system (or simply, the system) to distinguish it from the hardware.

† Consider, for instance, the effect of the arithmetic operators in Iverson's language ([15], p 15). Dynamic typing demands a memory organization substantially different than any known to the author. It can be avoided by adding typing information to the declaration structure of the kernel language.
The program, the system and the hardware form three levels of control over the action of the machines. It is possible to have even more levels of control than those described here. For instance, the microprogramming feature of the IBM System 360 line of machines \cite{footnote:19} could be inserted between the interpreter and the hardware.\footnote{This has in fact been done by H. Weber for Euler IV on IBM 360 model 30.} We may change the system at any level. As we progress down the levels, the changes become more difficult (more expensive) and the results are more general.

**Example Programs in the Kernel Language**

We have implemented an extendable compiler for the kernel language on the Burroughs B5500. The actual compiler and its description are given elsewhere \cite{footnote:20} but we wish to present the results of the execution of selected kernel language programs as motivation for the sequel. (Note another extensive example on page 35.)

We give several trivial examples which are essentially self-explanatory and finish with a version of the extendable compiler written in the kernel language. The programs and output are given in typescript instead of actual computer listing because the B5500 character set is not sufficiently rich to produce readable listing. We present the B5500 listing of the first example for the purpose of reader comparison.
Example 1. The procedure assigned to the identifier "factorial" gives the usual recursive definition of the factorial function. The local variable "n" is initialized from the parameter list when the procedure is activated. Note the subscript "[1]". If it were omitted the procedure would return a value of type list with one member equal to the required factorial. The subscript, here analogous to the assignment to a procedure identifier in Algol 60, serves to select the desired value.

Note also that the identifier "k" does not appear in the declaration of its list. It is local to the scope of the iterative statement and is declared by its appearance as the control variable.

```
(new factorial,

factorial ← 1

(new n, if n = 0 then 1 else n × factorial(n-1))[1],

for all k from 1 to 6 do

cout ← (k base 10) # " factorial = " #

(factorial[k] base 10) # or

}) eof

*** output ***

1 factorial = 1
2 factorial = 2
3 factorial = 6
4 factorial = 24
5 factorial = 120
6 factorial = 720

SS5000 Version of Example 1.
BEGIN % TEST PROGRAM FOR RECURSIVE FACTORIAL %
NEW FACTORIAL N,
FACTORIAL = 1
BEGIN NEW N,
IF N = 0 THEN 1 ELSE N*FACTORIAL BEGIN N=1 END
END }
FOR ALL N FROM 1 TO 6 DO
OUT = (IN BASE 10) CAT " FACTORIAL = " CAT
(FACTORIAL BEGIN N END BASE 10) CAT CR
END EDF

*** output ***
1 FACTORIAL = 1
2 FACTORIAL = 2
3 FACTORIAL = 6
4 FACTORIAL = 24
5 FACTORIAL = 120
6 FACTORIAL = 720

1101 INSTRUCTIONS EXECUTED

--BR--
CAT UNION INTER DIFF BASE DR AND
57 18 0 0 0 0 12 0 0
< 5 27 0 0 0 0 0 0
CONTAI EQV MAX WIN * - 21 21 0
MOD DIV NOTMEM INDEX LIST
0 0 0 0 0 0 0 0
NAME JDF 121
SUBS CALL 27
MINUS ABS 0
Example 2. Inner product.

```plaintext
(c out <- (( + / (1,2,3) x (3,2,1)) base 10) @ cr) @ eof
```

*** output ***

10

Example 3. A simple sort procedure.

```plaintext
(new sort,
   sort <- @
   (new x,
     (for all i from 1 to length x do
       (for all j from i+1 to length x do
         (if x[i] > x[j] then x[(i,j)] <- x[(j,i)]),
         x
       )
     )
   )
   )
   (for all i from sort([6,5,4,3,2,1]) do
     (out <- (i base 10) @ cr
   )
 @ eof
```

*** output ***

```
1
2
3
4
5
6
```
Example 4. A procedure to generate all the permutations of an ordered set.

```plaintext
(new perm,
  perm = 0
  (new x,
    if 0 = length x then [x] else
    /(for all i from 1 to length x do
      for all t from perm[x[1 to i-1] @ x[i+1 to length x]]
        do x[i to i] @ t)
    )[1],
  for all test from ["a", "ab", "abc", "abcd"] do
    for all p from perm(test) do out = p cat or
eof

*** output ***

a
ab
ba
abc
acb
bac
bca
cab
cba
abcd
abc
bcd
... etc.
```
Example 5. The following program is a compiler-executor for a small language. The organization of the program is essentially that of the extendable compiler written for the Burroughs B5500. We will make comments on the kernel language constructs used, the organization of the compiler-executor and the implementation of the small language.

We find the following major sections: (1) The syntactic analysis tables, (2) The scanner, (3) The compile actions definition and the compiler, (4) The execute actions definition and the executor, (5) The test program and its output.

In the outermost list we find the declaration of all the global identifiers. To seven of them we find immediate assignments of syntactic analysis tables. The tables are best understood in reference to the Backus-Naur Form description of the small language contained in the comments in the compile action definitions. The table "reservedsymbols" is a list of strings which correspond to the nonterminal and terminal symbols in the grammar. The position of a symbol in the list is called its symbol number.

The table "productionrightparts" is a list of lists, each of the latter corresponding, in order, to the right part of a production (<program> is symbol 1, eof is symbol 15, (1,15) corresponds to <program>eof). "productionleftparts" contains the symbol number of the left part of the corresponding production.

The next four tables are linearized representations for the parsing functions $P_1'$ and $P_2'$ which locate the right and left ends of the next CRG. All seven tables could have been produced by a syntax preprocessor similar to the symbol pair algorithm of Section 2.
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The scanner must fetch the next terminal symbol from the input text each time it is called. In the case of the small language this means identifying digits (which are less than 10 in our character set), concatenating identifiers (letters are less than 36), matching reserved identifiers with their syntactic symbol numbers, entering variables into the symbol table and matching special characters with their syntactic symbol numbers.

Now skip ahead to the procedure assigned to “compile”. After some initializing we find “while compiling do” which controls a loop down to the end of the procedure. Within that loop we immediately find the syntactic analysis algorithm. In the first inner loop we are scanning ahead to the right under control of the linearized form of function F1'. Having located the right end of the CRS, we exit the loop and enter a loop scanning for the left of the CRS under control of the linearized version of function F2'. At the termination of the second loop, we may compare the CRS with the production right part table to find the production number “pu”.

“pu” is used as a subscript to select the compile actions corresponding to that production from the preceding table. The prescript operator “[compileactions[pu]]” causes the execution, in order, of actions from the explicit list following the prescript. For instance, the discovery of production two would cause the integer 12 to be placed in the code array, the program pointer to be incremented and the variable “compiling” to be set to false, thus terminating compilation.

At the termination of each compilation step we find the substitution of the production left part for the CRS.
The compiler is considerably simplified by having the entire code array and execution memory available at compile time.

The translated code for the small language consists of a sequence of twelve operation codes. Within the procedure assigned to "execute" we find another prescription "[executeactions[code[pp]]]". The operation code in "code[pp]" is used to select a sequence of execution actions from the preceding table. Execution proceeds until the operation code 12 causes the execution action "executing -- false" whereupon execution terminates.
"Micro-mutant, a small version of the extendable compiler"
(new code pp memory variables mp text tp f1 gl f2 g2)
reserved symbols production leftparts production rightparts
compile compile actions execute execute actions
scan next symbol scanval,
'Seven tables prepared by a syntax preprocessor'
reserved symbols = 'syntactic vocabulary'
["<program>", "<stat>", "<stmt>", "<if clause>",
 "<label>", "<list head>", "<expr>", "<expr1>",
 "<arith expr>", "<item>", "<item1>", "<factor>",
 "<integer>", "<var>", "<id>"], "go", "<output>", "if",
 "<ident>", "begin", ",", "<digit>", "end", "to", "+", "/", ".",
 production right parts ←
{(1,15), (15,2,15), (3), (5,3), (4,3), (6,23),
 (6,4,5,7), (7,7), (7), (18,7,32), (5,25), (20,2),
 (6,26,2), (8), (14,27,8), (9), (9,28,10), (9,29,10),
 (10), (11), (11,30,12), (11,31,12), (12), (14),
 (13), (21,17,33), (22), (13,22), (19),
 production left parts ←
{(1,1,1,1,3,3,3,3,3,3,3,3,3,4,5,6,6,6,7,8),
 (9,9,9,9,10,11,11,11,12,12,12,12,12,13,13,14),
 f1 ←
{(1,2,3,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,
scan ← ② 'fetch the next terminal symbol from the text'
{new t, while text[tp] = "d" do tp ← tp + 1,
   if text[tp] < 10 then
   {nextsymbol ← "<digit>" index reservedsymbols,
    scanval ← text[tp], tp ← tp + 1
   } else
   if text[tp] < 36 then
   {'concatenate an identifier'
    t ← tp, while text[tp] < 36 do tp ← tp + 1,
    t ← text[t to tp-1],
    nextsymbol ← t index reservedsymbols,
    if nextsymbol = Ω then
    {'a variable'
     nextsymbol ← "<ident>" index reservedsymbols,
     scanval ← t index variables,
     if scanval = Ω then variables[scanval ← mp ← mp + 1] ← t
    }
   } else 'must be a special character'
   {nextsymbol ← text[tp to tp] index reservedsymbols,
    tp ← tp + 1
   }
 } 'end of scanning algorithm'
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compile ← (n)

{ new x xv xp lp pn compiling,
  pp ← tp ← 1, np ← 0, compiling ← true,
  x ← xv ← 25 list 0, xp ← 2,
  x[1] ← "a" index reserved symbols,
  x[2] ← "eof" index reserved symbols,
  memory ← variables ← 10 list n, code ← 100 list 0,
  scan, 'initialize next symbol and scanval'
while compiling do
  [while f1[x[xp]] ≤ g1[next symbol] do
    {xp ← xp + 1 ← next symbol, xv[xp] ← scanval,
      scan 'the decision for function f1',
      lp ← xp,
while f2[x[lp−1]] ≤ f2[x[lp]] do lp ← lp−1,
'the right part of the next CNF is between lp and xp',
pp ← x[lp to xp] index production right parts,
'the production number is used as an index to select
a sequence of compile actions',
[compile actions[pp]] 'a prescription on the following list'
{the first twelve compile actions correspond to
execution macro-instruction operation codes'}
  code[pp] ← 1, code[pp] ← 2, code[pp] ← 3,
  code[pp] ← 4, code[pp] ← 5, code[pp] ← 6,
  code[pp] ← 7, code[pp] ← 8, code[pp] ← 9,
  code[pp] ← 10, code[pp] ← 11, code[pp] ← 12,
'the remaining 7 rules do fixups, label initialization,
increment the program pointer, etc.'
memory[xv[xp-1]] ← pp,  '13'
code[pp] ← xv[xp],  '14'
code[xv[xp-1]] ← pp,  '15'
xv[lp] ← (xv[xp-1] × 10) + xv[xp],  '16'
pp ← pp + 1,  '17'
xv[lp] ← pp,  '18'
compiling ← false  '19'
}
xp ← lp, 'making the left-for-right part subst.'
x[xp] ← productionleftparts[gn]
}
), 'end of compilation procedure'
execute actions --

(2,15), 'unconditional branch 1'
(15,1), 'clear stack 2'
(1,10,15), 'branch on zero 3'
(4,1,6,1), 'load stack from code 4'
(8,1), 'load stack from memory 5'
(9,7,5,1), 'store stack to memory 6'
(3,1), 'decimal output 7'
(11,5,1), 'add 8'
(12,5,1), 'subtract 9'
(13,5,1), 'multiply 10'
(14,5,1), 'divide 11'
16 'halt 12'),
execute ← ③

[new executing stack sp,

sp ← 0, pp ← 1, executing ← true,

stack ← 100 list 0,

while executing do

[executeactions[code[pp]]]

{ pp ← pp + 1,
  pp ← stack[sp],
  cut ← (stack[sp] base 10) @ cr,
  sp ← sp + 1,
  sp ← sp - 1,
  stack[sp] ← code[pp],
  stack[sp-1] ← stack[sp],
  stack[sp] ← memory[stack[sp]],
  memory[stack[sp-1]] ← stack[sp],
  pp ← if stack[sp] = 0 then code[pp] else pp + 1,
  stack[sp-1] ← stack[sp-1] + stack[sp],
  stack[sp-1] ← stack[sp-1] - stack[sp],
  stack[sp-1] ← stack[sp-1] x stack[sp],
  stack[sp-1] ← stack[sp-1] / stack[sp],
  sp ← 0,
  executing ← false
}

}, 'end of execution procedure'
'test program for micro-mutant compiler'

text <-
"begin n = 1,
  k: if 1024 - n then
  begin output n,
  n = 2 * n,
  go to k
  end
end eof eof",

compile,

cut <- "code dump:" @ cr @ "pp" @ tab @ "inst" @ cr,
for all i from 1 to pp-1 do
  cut <- (i base 10) @ tab @ (code[i] base 10) @ cr,
  cut <- cr,
execute,

cut <- cr @ "memory dump:" @ cr,
for all i from 1 to mp do cut <- variables[i] @ "=" @
  (memory[i] base 10) @ cr
) eof
code dump:

<table>
<thead>
<tr>
<th>PP</th>
<th>Inst</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>1024</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>14</td>
<td>35</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>5</td>
</tr>
<tr>
<td>18</td>
<td>7</td>
</tr>
<tr>
<td>19</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>4</td>
</tr>
<tr>
<td>23</td>
<td>2</td>
</tr>
<tr>
<td>24</td>
<td>4</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td>26</td>
<td>5</td>
</tr>
<tr>
<td>27</td>
<td>10</td>
</tr>
<tr>
<td>28</td>
<td>6</td>
</tr>
<tr>
<td>29</td>
<td>2</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
</tr>
<tr>
<td>31</td>
<td>2</td>
</tr>
<tr>
<td>32</td>
<td>5</td>
</tr>
<tr>
<td>33</td>
<td>1</td>
</tr>
<tr>
<td>34</td>
<td>2</td>
</tr>
<tr>
<td>35</td>
<td>2</td>
</tr>
<tr>
<td>36</td>
<td>12</td>
</tr>
<tr>
<td>37</td>
<td>1</td>
</tr>
</tbody>
</table>

memory dump:

n = 1024
k = 7
**Syntax and Semantic Definition**

The following table is the phrase structure grammar for the kernel language. We adopt the Backus-Naur Form of the Algol report, substitute the reduction symbol "::=" for the production arrow "->" of Section 2, enclose the members of $V_T$ in the brackets "(" and ")" and underline the multicharacter representations for members of $V_T$. The special symbols integer, identifier and string are discussed on page 95.

We remind our readers that the grammar obeys two restrictions that occasionally give it an artificial appearance. First, it is a symbol pair grammar. Second, the productions have been carefully selected to reflect the desired sequence of execution in the canonical parse to simplify the production of the machine code.

**Symbol Pair Grammar for the Kernel Language**

\[
\begin{align*}
\langle \text{program} \rangle &::= \langle \text{expression} \rangle \\
\langle \text{expression} \rangle &::= \langle \text{expression} \rangle, \\
\langle \text{expression} \rangle &::= \langle \text{expression} \rangle, \\
\langle \text{expression} \rangle &::= \langle \text{expression} \rangle, \\
\langle \text{expression} \rangle &::= \langle \text{expression} \rangle, \\
\langle \text{procedure} \rangle &::= \langle \text{procedure} \rangle, \\
\langle \text{if clause} \rangle &::= \langle \text{if clause} \rangle, \\
\langle \text{step list} \rangle &::= \langle \text{step list} \rangle, \\
\langle \text{if clause} \rangle &::= \langle \text{if clause} \rangle, \\
\end{align*}
\]
<truepart> ::= <expression> else
<for clause> ::= for all identifier from <step list>
<while clause> ::= while <step list>
<step list> ::= <simple expr> to <simple expr> 
| <simple expr> by <simple expr> 
| <simple expr> to <simple expr> by <simple expr> 
| <simple expr> by <simple expr> to <simple expr> 
| <simple expr>

<simple expr> ::= <simple expr> <infix> <simple expr>
| <prefix> <simple expr>
| <infix> / <simple expr>
| <primary>

<primary> ::= [ <primary> ]
| [ <expression> ]
| [ <primary> ]
| <constant> [ <expression> ]
| identifier [ <list> ]
| identifier [ <list> ]<case>

<list> ::= <list head> 
<list head> ::= <list head> , <expression>
| begin <declaration> <begin> <expression>

<begin> ::= [
| case head)
<case> ::= case head)
<case head> ::= case head), <expression>
| case begin <declaration>
| case begin <expression>
<case begin> ::= [ <expression> ] 
<declaration> ::= [ <declaration> ]
| <declaration> identifier
<declaration> ::= new identifier
| identifier
<constant> ::= true | false | integer | integer . . integer | integer . integer | universe | string | begin
| <infix> ::= & | | | | | <base> | > | < | = | /= | >= | > | < | != | == | + | | x | mod | ?
| <prefix> ::= - | abs | type | round | chop | length | set
We will now give our interpretations of each construct. The description of an involuted language involves the use of terms before they are defined. Paragraph numbers and cross references are used to ease the reader’s task in following the description.

We must distinguish between text describing the form of a construct, text giving examples of a construct, text describing the meaning of a construct, text justifying the choice of a construct and text advocating a particular system organization or machine design. We distinguish them when possible with paragraph headings of Syntax, Examples, Semantic Description, Justification, and Implementation, respectively.

Implementation of Reserved Words, Identifiers, Strings and Integers.

By an underlined word in the grammar we mean to reserve that word for exclusive use in the given grammatical context. We do not then need special character sets or escape symbols to write programs. One implication is that spaces are significant and that we cannot know whether an identifier is reserved or not until we have seen all of it. Thus we find that the process of catenating identifiers must take place outside of (and before) the syntactical analysis algorithm. We assign this task to a procedure called the scanner. It turns out to be convenient to recognize and convert both integers and strings there also. As a result we find the symbols integer, identifier and string terminal in the grammar but not underlined. The inclusion of natural language text within a program in the form of parenthetical comments to the reader is provided by choosing an otherwise unused character as a comment bracket. We reject the Algol 60 comment convention because it is neither concise nor independent of the program structure (since it involves the use of the semicolon).
Semantic Description of Values. Before we can discuss constants, we must introduce the values they represent. We specify in the language four unstructured types of values (undefined, number, name and process) and three structured types (string, list, and set).

Syntax of Constants.

<constant> ::= π | ∞ | universe |
              integer | integer . | integer | integer . integer |
              true | false |
              <begin> | string
<begint> ::= ( 

Examples of Constants.

π ∞ universe true false
2 2.2 136.721
() "ABCDEFGHIJKLMNOPQRSTUVWXYZ-32"

Semantic Description of Constants of Typed Undefined.

π , ∞ , and universe have type undefined. The value of a variable before anything has been stored into it is π ; the result of dividing a positive number by zero is ∞ ; the intersection over the null collection of sets is universe (the universal set).

The operators = and ≠ are valid for all of the above; ∞ is a valid operand for all numeric operators; universe is a valid operand for all operators that accept sets as operands.

Implementation of Values of Type Undefined. The appearance of an undefined value is usually cause for alarm. An alarm should cause the system to originate a warning action to the programmer, but beyond that we make no particular recommendation as to the form of the warning or the means of suppressing it.
Justification of Values of Type Undefined. Undefined values can arise in a variety of ways. We might think of, for instance, the value of an uninitialized variable, the result of division by zero and the result of an invalid subscripting operation. We propose the introduction of a type undefined and a collection of values of type undefined corresponding to (usually) pathological situations such as those described above. For some we may wish explicit constants in the language. Thus we might write

\[
\text{if } X = \infty \text{ then } \ldots
\]

to test for a division by zero.

The introduction of a type undefined provides a conceptually simple mechanism with which to warn the programmer of some of the wilder errors as well as providing a relatively noncontroversial system reaction to the errors. If the error is isolated, the system may proceed with execution of the program, leaving behind an indicative trail of undefined values.

Semantic Description of Numbers. A value of type number will be the computer representation of a real number. We have two reasons for not wishing to make our concept of a number precise.

First, the only reasonable choice for numbers in a given implementation of the kernel language will be those acceptable to the floating point hardware of the machine. For that implementation, the programmer's knowledge about values of type number will be a pragmatic mixture of his knowledge of numbers in the abstract and his study of the machine specifications.
Second, a study of the desirable properties of computer numbers is well beyond the scope of this paper. We hope to see some results in this direction in a study presently being conducted by W. Kahan, J. Welsch, and H. Wirth.

We do find it useful to distinguish three subsets of the class of computer numbers, the first of which is called integers. The second is the set of characters which is the set of integers restricted to the range 0 to 255 inclusive. Finally we have the logical values 0 and 1.

Semantic Description of Strings. We consider a fixed input or output device. We assume a correspondence between the printing character of the device and the characters (see 3.2). Normally some of the characters are unused for printable characters and may be used for nonprinting or control functions. A string in the kernel language is an ordered set of printable characters delimited by the string quote (" ). We adopt the K/I convention that within the string, two contiguous string quotes signify a single string quote within the string.

Justification of Strings. The programmer communicates with his program via strings of characters; thus unrestricted ability to analyze, manipulate and produce character strings is a minimal requirement for any computer language. In much the same spirit that a compiler for numerical work provides certain standard functions such as square root and natural logarithm, we must provide primitive string manipulating functions.

Implementation of Input and Output. For the kernel language we assume that we have a single input medium and a single output medium.
If we view the program over the history of its execution, the input and output are each single contiguous strings of characters. We name two special variables (IN and OUT) and access them in the normal manner with our primitive string manipulating functions. The fact that in real time, the program may have to wait before an access to IN can be completed does not affect the program logic. On the other hand, the program must have control over when, in real time, the output appears. Thus we establish the convention that whenever a carriage return is catenated onto OUT, the string OUT is shortened past the carriage return and the excised characters appear on the output medium.

**Semantic Description of the Null List.** The construct () represents the null set of values. We use the dummy production <begin> for technical reasons having to do with the emission of block entry code from the canonical parse.

**Semantic Description of true and false.** The constants true and false are synonymous with the characters 1 and 0.

**Semantic Description of Variables.** A variable is an object which can be named in the kernel language and to which any value can be assigned. The designation variable is given by either an identifier or a subscripted identifier (see 3-9).

**Semantic Description of Values of Type Name.** Corresponding to every valid name in the kernel language is a value of type name within the system. Names are created as intermediate results and are not accessible to the programmer.
Implementation of Variables and Names. A variable corresponds to a memory address. The type of the value stored in a variable must be preserved, thus we find that we allocate two words for a variable and use the second to store the type information. We would prefer a machine in which the type bits were automatically associated with each word but had special properties. In particular we would like to determine whether the variable contains a value of type address to effect indirect addressing but without accessing the whole variable to find out. We believe this implies that at least some of the type bits must be accessible in a fraction of the time to access a memory word.

Syntax of Declarations.
<declaration> ::= <declaration>,
<declaration>, ::= new identifier
<identifier>

Examples of Declarations.
new a b c d
new thisone thatone anyone

Semantic Description of Declarations. At most one declaration appears in the head of a list (see 3-5). The extent of the list defines the scope of the identifiers in the declaration. Every identifier in a program must either be reserved or lie within the scope of an identifier of the same name. Upon entry into the scope of an identifier, the system allocates a variable to it and gives it the value uninitialized. An identifier names the variable allocated to it. If an identifier appears in more than one declaration, the use of that identifier names the variable corresponding to the smallest containing scope.
Justification of Declarations. The use of declarations to define the scope of variables is well established. With dynamic typing of values, we find no particular advantage in binding the type of an identifier with a compile-time declaration. The involuted nature of the kernel language moves the structural implications of the conventional declaration out into the main program. Thus we find that declarations in the kernel language are reduced to the single action of delineating the scope of, and allocating variables for identifiers used in the program.

We regard this as the final step in the direction taken by Wirth and Weber ([25] p. 43).

Implementation of Declarations. From the viewpoint of variable addressing, the program consists of a nested collection of scopes. Thus from any point in the program we may assign a unique ordered pair of integers to each variable, namely, the depth of nesting of the scope of the identifier and the position of the identifier in the declaration. We call the integers the scope level and order number respectively. At compile time we can name the variables with the scope level and order number.

The form of the declaration suggests that we should allocate a list of variables corresponding to the declared identifiers upon entry into the scope of the identifiers. The order number of a variable is the index of that variable in the list of local variables. Thus we expect to use the scope level to find a particular list and the order number to find an element of that list. At execution time we convert the compile time name into a value of type name by locating the memory location assigned to the variable.
The designers of programming languages have traditionally indulged themselves in a semantic ambiguity: one cannot always tell from the form of an expression (a subscripted variable for instance) whether the name, or the value stored in the named location, is indicated. In the Algol 60 construct of general call by name the ambiguity is complete; the expression must yield both name and value, the choice depending upon its use at a remote location. One can remove the ambiguity by introducing explicit name and value operators into the language ([25] p. 45). Since the choice is always ultimately clear from the context in which the expression is found, we have chosen to dynamically defer the final fetch of the value in cases where there is doubt.

Syntax of Lists.

```
<list> ::= <list head> 

<list head> ::= <list head>, <expression> | 
               <begin> <declaration> | 
               <begin> <expression> 

<begin> ::= ( 
```

Examples of Lists.

```
{1, 2, 3, "ABC"}
{x, y = y + 2, if x < y then z else z + y}
{new a b c, a := b + 1.0, c := 5}
{new a, {new a, a := 2}, a := 2}
```
Semantic Description of Lists. A list is an ordered set of expressions which are evaluated sequentially. The value of the evaluated list is the ordered set of evaluated expressions and is of type list. The declaration is not an expression and does not contribute to the value of the list.

Justification of Lists. Arrays, trees, iteration lists, parameter lists, strings, blocks and compound statements are ordered sets. The inclusion of arbitrary (even infinite) lists in the kernel language together with the principle of involution yields a drastic reduction in the number of primitive concepts.

Semantic Description of Values of Type List. A value of type list is an ordered collection of values with any admixture of the value types.

Implementation of Lists. We discover in the literature two alternatives for representing lists. The first, in LISP, demands a list structure where all elements are explicitly linked in storage. In Euler and Burroughs B5500 hardware we find that a value of type list is a descriptor which delineates the extent and locates the list. The list elements are stored in sequentially contiguous memory locations. The first comparison is in the amount of storage required to represent a given list. In LISP we must use memory for the linking information; in Euler we must use memory for dynamic typing. We estimate that implicit linking saves a factor of two in memory. The second comparison is in ease of access. In LISP we must explicitly trace the list structure to find an element near the end of a list; in Euler we may access any element of any list directly via a subscript. There is no reason to expect the implicit list structure organization to be less efficient than conventional index registers for array applications so long as descriptors do not have to be repeatedly
fetched from memory. Even with the repeated fetching, the 5500 is able to subsume the extra core accesses under cover of the multiply operation time so as to be proportionately as fast as the 7090 for matrix problems. Our third comparison is in case of modification. In LISP we must change a link to append or insert an element to a list where in EULER we must copy the entire contiguous block. Implicit linking is severely less efficient here. Fourth, we must consider storage reclamation. In both systems the majority of time is spent in searching out and identifying the valid list structure. In EULER we find that the percentage of execution time spent in storage reclamation is roughly the same as the percentage of storage occupied with valid list structure; we have no figures on LISP. In any case we do not expect the systems to be much different in this respect.

We do not know which represents the most efficient solution; we suspect that it is both problem dependent and hardware dependent. We have chosen implicit linkings so as to have array capability without introducing them into the language as a distinct form.

**Semantic Description of Values of Type Set.** A set differs from a list in two ways:

1. A set cannot contain two equal values.
2. The programmer cannot prescribe the order of the members of the set. Certain operations are allowed on sets and not on lists.

**Justification of Values of Type Set.** The set operations of membership, inclusion, equivalence, etc., require reorganization for efficient implementation. We choose to sort the values of a set by a machine determined order to facilitate table look ups (binary searches), union and intersection (merges), etc. The membership operation (for instance) takes
\log_2 n \text{ operations in a sorted set and } n/2 \text{ operations in an unsorted set (on the average).}

**Syntax of Subscripts.**

[expression]

**Examples of Subscripts.**

\[ [x-z] \quad [[1,2,3]] \]

**Semantic Description of Subscripts.** We will distinguish between the subscript expression (the expression in the syntax above), the subscript operator (the result of applying certain standard transformations to the subscript expression), the subscript operand (the object in the kernel language to which the subscript operator is being applied) and the subscripted expression (the final result achieved by applying the subscript operator to the subscript operand). A subscript expression has meaning if (1) it has type number or (2) it has type list and all its members have type number. A subscripted expression has meaning if (1) the subscript has meaning and (2) the subscript operand is one of the structured types, string, list or set. If a subscripted expression does not have meaning, it yields a value of type undefined.

**Subscripts of Type Number.** If the value of the subscript expression is of type number, the value of the subscript operator is the nearest (rounded up) integer.

**Subscripts of Type List.** If the value of the subscript expression is of type list and each element of the list is of type number then the subscript operator is the list of nearest integers (rounded up) corresponding to the numbers in the subscript expression.
Justification of Subscripts. Various constructs in the kernel language have the form of ordered sets. Numerical subscripts will be used to select elements from the ordered sets, and list valued subscripts will be used to select subsets from the ordered sets.

**Examples of Subscripted Lists.**

<table>
<thead>
<tr>
<th>list</th>
<th>subscript</th>
<th>result</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10, 20, 30, 40)[1]</td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>(10, 20, 30, 40)[minus 1]</td>
<td></td>
<td>40</td>
</tr>
<tr>
<td>(10, 20, 30, 40)[{2,4}]</td>
<td></td>
<td>[20, 40]</td>
</tr>
<tr>
<td>(10, 20, 30, 40)[1 to 3]</td>
<td></td>
<td>(10, 20, 30)</td>
</tr>
<tr>
<td>(10, [20, 30, 40])[2]</td>
<td></td>
<td>[20, 30, 40]</td>
</tr>
<tr>
<td>(10, [20, 30, 40])[2][2]</td>
<td></td>
<td>[30]</td>
</tr>
</tbody>
</table>

**Syntax of the Case Expression.**

```
<case> ::= <case head> 
<case head> ::= <case head> , <expression> | 
              <case begin> <declaration> | 
              <case begin> <expression> 
<case begin> ::= [ <expression> ] 
```

**Examples of the Case Expression.**

```
[n] [1,2,3,5,7,11,13,17,19] 
[[x, minus 1]] { new a, 
  a ← "Invalid type for subscript operator",
  a ← "Invalid type for subscript operand",
  a ← "Subscript out of range",
  out ← a 8 cr
}
```
Semantic Description of the Case Expression. The case expression has the form of an explicit list preceded by a subscript. Upon execution the following occurs: (1) The subscript operator is evaluated. (2) The list is entered. (3) Storage is allocated for the local variables (if any). If the subscript operator is an integer then we have (4) If the value of the integer is zero or larger in magnitude than the number of expressions in the list, a value of type undefined results. If the subscript operator is positive then it is used as an index to select an expression counting from the front of the list; if it is negative it is used to select an expression counting from the rear of the list. (5) The selected expression is evaluated and the value of the case expression is the value of the selected expression. If the subscript operator is of type list then (4) Each number in the list is used sequentially to select an expression as done above for subscript operators of type number. (5) The value of the case expression is the list of values so computed.

Implementation of Case Expressions. The use of an index to select an expression out of a list of expressions suggests that the machine code itself should have the form of a list structure where the code for an expression occupies exactly one memory location.

Justification of Case Expressions. The case expression represents one of the more powerful sequence controlling features of the kernel language. If the subscript operator is a number, it resembles the Algol 60 switch without the nuisance of labels. The list valued subscript operator allows reordering and repetition of the expressions in a list.
Syntax of Primaries.

\[
\texttt{<primary>} \ ::= \ \texttt{<primary>} \\
\texttt{<primary>}_1 \ ::= \ \texttt{<primary>} \ [\texttt{<expression>}] \ | \ \texttt{<primary>}_2 \\
\texttt{<primary>}_2 \ ::= \ \texttt{<constant>} \ | \ (\texttt{<expression>}) \ | \ \texttt{identifier} \ \texttt{<list>} \ | \\
\text{identifier} \ | \ \texttt{<list>} \ | \ \texttt{<case>}
\]

Examples of Primaries.

\[
3.0 \quad (x-z) \quad X \quad \texttt{X[2][a-2]} \quad Y(1,2,3) \quad (1,2,3) \quad [n](1,2,3)
\]

Semantic Description of Primaries. Parentheses allow the programmer to reorder the evaluation of operators in the conventional manner. They have no other meaning in the kernel language.

An identifier followed by a list signifies a procedure activation. The list (of parameters) is evaluated and the name of the variable corresponding to the identifier is computed. If the variable contains a value of type process the process is activated, otherwise the value undefined is returned. (See 3-12).

If an identifier appears alone, the name of the variable corresponding to the identifier is first computed. If that variable holds a value of type process, the process is activated and the name of the identifier is replaced with the value of the process. (See 3-11).

Semantic Description of Subscripted Primaries. If the subscript operand has type name, it is replaced by the value of the named variable. The effect of the subscript operand on types string and list follows.
Semantic Description of Subscripted Strings. A value of type string is an ordered set of characters. If the subscript operand is of type string the following remarks apply: (1) If the subscript operator is an integer and this integer is positive and less than or equal to the length of the string, the value of the subscripted expression is the character selected by counting from the front of the string; if the integer is negative and no larger, in magnitude, than the length of the string, the character is selected by counting from the rear of the string; otherwise the value undefined is returned. (2) If the subscript operator is a list of integers then the result is a (sub) string selected by applying each integer as a subscript operator in order of occurrence.

Implementation of Strings. If we view a string as a packed read-only data structure then the operation of forming a contiguous substring can be accomplished by constructing a new descriptor to point into the old string. An implication is that a scanning algorithm does not have to move characters, only locate them.

Semantic Description of Subscripted Lists. A value of type list is an ordered set of values. If the subscript operand is of type list the following remarks apply: (1) If the subscript operator is an integer then the value returned is the name of the variable selected according to the algorithm given in paragraph (3-8). (2) If the subscript operator is a list of integers then the result is the (sub) list selected by applying each integer as a subscript operator in their order of occurrence in the subscript operator.
Syntax of Prefix Operators.

\[
\langle \text{prefix} \rangle \quad ::= \quad \neg \mid \text{minus} \mid \text{type} \mid \text{abs} \mid \text{round} \mid \text{chop} \mid \text{length} \mid \text{set}
\]

Semantic Description of Prefix Operators. A prefix operator is a single valued partial function of one operand. The action of the operator is defined when the function is given over the allowed range of the operand. All of the above operators, except type, length and set, are numeric prefix operators. Their behavior for numeric operands is obvious; their behavior for list valued operands is discussed presently.

Semantic Description of the Operator "type". The range of operands for type is the collection of all values. The function defined by the operator gives an integer corresponding to the type of the operand. We leave the actual integer to be implementation defined since it is convenient to have more than one system type corresponding to a given kernel language type. Normally we test for type with a construct like

\[
\text{if } (\text{type a}) = (\text{type } " \text{") then ...}
\]
rather than attempting to remember the correspondence between integers and types.

Semantic Description of the Operator "length". The operand of length must have type set, list or string. The value of the function defined by the operator is the number of elements in the structured operand.

An application of the operator set is the only way to transform a value of type list into a value of type set. The resulting value will have no repeated elements and will have been reordered.
Syntax of Infix Operators.

\[ \langle \text{infix} \rangle \ ::= \ \cap \ | \ \cup \ | \ \emptyset \ | \ \subseteq \ | \ \supseteq \ | \ \in \ | \ \notin \ | \ \text{index} \ | \ \emptyset \ | \ \text{list} \ | \ \text{base} \ | \ \vee \ | \ \wedge \ | \ < \ | \ \leq \ | \ = \ | \ \neq \ | \ \geq \ | \ \max \ | \ \min \ | \ + \ | \ - \ | \ x \ | \ \mod \ | \ \div \ | \ \uparrow \]

Semantic Description of Infix Operators. An infix operator is a single valued partial function of two (right and left) operands. The action of the operator is defined when the function is given over the allowed range of the operands.

Semantic Description of \( \cap, \cup, \emptyset, \subseteq, \text{ and } \supseteq \). The range of values for both operands is the collection of all values of type set. Their defining functions are, respectively, set intersection, union, difference, inclusion and containment.

Semantic Description of \( \in \) and \( \notin \). The left operand ranges over the collection of all values; the right operand must be of type set or list. The value of the function defining \( \in \) is true if a value equal to the left operand is found in the right operand. The function defining \( \notin \) is the complement of the above.

Justification of Set Operators. The concept of a set is a natural data type for many algorithms. Its simplicity makes the set a natural object for the kernel language.

Implementation of Set Operators. The elements of the set valued operands of the above operators are sorted to facilitate the construction of efficient algorithms for their execution (sort - merge, binary look up, etc.)
Semantic Description of index. Index is identical to $\epsilon$ except that the resulting value is the index within the set of the value, if found, and of type undefined otherwise.

Semantic Description of base. The operands of base must be both integers. The result is a value of type string. The string is the legible representation of the left operand to the base specified by the right operand.

Semantic Description of list. The left operand of list must be a number and the right may have any value. The left operand is rounded to the nearest integer and the result is that many copies of the right operand (thus a value of type list).

Semantic Description of $\theta$. The range of operands of $\theta$ is the collection of values for which the types of the operands (left and right respectively) are string, string; set, list; set, set; list, set; list, list. In the first case the result is a string obtained by concatenating the right operand onto the tail of the left operand. Otherwise the result is a list containing the members of the left operand followed by the members of the right operand.

Semantic Description of $=$ and $\neq$. The operands of $=$ and $\neq$ may range over all values. If the operands do not have the same type, they are unequal. If they have an unstructured type, they are equal if they are identical. If they have a structured type, they are equal if they have the same length and the corresponding elements are equal.

Semantic Description of Numeric Infix Operators. All of the remaining operators are numeric infix operators. If both operands are of type number, the function defining the operators is usually obvious.
We make the following comments. The operators \( \lor \) and \( \land \) (logical "or" and logical "and") accept as operands only logical values (See 3-3). The result of \( s \div t \) is the (real valued) quotient. If we wish the integer quotient, we write \( \text{chop}(s \div t) \). \( s \mod t \) is defined to be the function \( s - t \times \text{chop}(s \div t) \) for all numbers.

**Syntax of Simple Expressions.**

\[
\begin{align*}
\langle \text{simple expr} \rangle & ::= \langle \text{simple expr}_1 \rangle \\
\langle \text{simple expr}_1 \rangle & ::= \langle \text{primary} \rangle \ \langle \text{infix} \rangle \ \langle \text{simple expr}_1 \rangle | \\
& \ \langle \text{prefix} \rangle \ \langle \text{simple expr}_1 \rangle | \\
& \ \langle \text{infix} \rangle / \ \langle \text{simple expr}_1 \rangle | \ \langle \text{primary} \rangle
\end{align*}
\]

**Examples of Simple Expressions.**

\[
\begin{align*}
3-2-1 & \quad a + b - c \times d \ mod \ e \div f \uparrow g \\
\neg (\text{minus abs round chop a}) & = (b \ \text{max} \ c \ \text{min} \ d) \\
+ / \ 1 \ \text{to} \ n & \quad \{1,2,3\} - \{2,3,4\}
\end{align*}
\]

**Semantic Description of Simple Expressions.** From the grammar above we deduce that the operand of a prefix operator is the value of the (largest possible) simple expression to its right. The operands of an infix operator are the primary to its left and the (largest possible) simple expression to its right. We further deduce that all operators (excepting those reordered by parentheses) are evaluated right-to-left.

**Justification of Right to Left.** We have provided a fairly extensive catalog of operators in the kernel language while leaving room for further extensions. With so many operators it would be confusing at best to assign hierarchies to them. In search for a simple rule ordering the evaluations, we are left with either left-to-right or right-to-left
order ([15] p. 8). The normal (and only reasonable) interpretation of
prefix operators demands a right-to-left ordering among themselves. We
choose the same order for infix operators as a concession to consistency.

Semantic Description of List Valued Operands for Numeric Operators.
If a numeric prefix operator finds a list as operand, we will follow
Iverson ([15] p. 13) in generalizing the operator to yield the list of
values obtained by applying the prefix operator to the members of the
operand in order. If a numeric infix operator finds a value of type list
and a value of type number as operands, the result is the list obtained
by applying the operator successively between the number and elements of
the list. If the operator finds two lists as operands, the result is the
list obtained by applying the operator between corresponding members of
the lists. The operation terminates on the shorter of the two lists.

More formally, let \( s \) and \( t \) be numbers and \( S \) and \( T \) be lists.
Then if \( \theta \) is a numeric prefix operator, the following are equivalent:
(See 3-13).

\[
\theta S \quad \text{for all } v \text{ from } S \text{ do } \theta v
\]

If \( \theta \) is a numeric infix operator then the following are equivalent:

\[
\begin{align*}
& s \theta T \quad \text{for all } v \text{ from } T \text{ do } s \theta v \\
& S \theta t \quad \text{for all } v \text{ from } S \text{ do } v \theta t \\
& S \theta T \quad \text{for all } i \text{ from } 1 \text{ to } (\text{length } S) \text{ min } (\text{length } T) \\
& \quad \text{do } S[i] \theta T[i]
\end{align*}
\]
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Semantic Description of Compression. If $\Theta$ is any infix operator then the following are equivalent:

$$\Theta / T \quad \text{for all } v \text{ from } T \text{ do } u \leftarrow u \Theta v$$

The latter depends upon the initial value of $u$ for which we specify the following:

$\emptyset, ","$ ;
$U, \{ \}$ ;
$\cap, \text{ universe}$ ;
$e, \Omega$ ;
$\text{base}, \Omega$ ;
$\vee, 0$ ;
$\wedge, 1$ ;
$\lt, \le, =, \neq, \ge, \gt$, all undefined ;
$max, -\infty$ ;
$min, \infty$ ;
$+, 0$ ;
$-, 0$ ;
$x, 1$ ;
$\text{mod}, 1$ ;
$\div, 1$ ;
$\uparrow, \Omega$. 
Justification of Compression. Compression, as well as the other generalizations of the numeric operators in the paragraphs preceding, is a concise way of expressing common programming tasks. Furthermore, as pointed out by R. S. Barton, they provide a mnemonic notation for ignoring the order of execution so that, if parallelism is available, it can be utilized. For example, the inner product:

\[ + / u \times v \]

of vectors of length \( n \) can be performed in \( \log_2 n + 2 \) operation times if \( n \) multipliers and \( n \div 2 \) adders are available.

Syntax of Step Lists.

\[
\text{<step list> ::= <simple expr> to <simple expr> | <simple expr> by <simple expr> | <simple expr> by <simple expr> to <simple expr> | <simple expr> to <simple expr> by <simple expr> | <simple expr>}
\]
Examples of Step Lists.

2 by minus 2 to minus 16  1 to n
x-z to X[n] by 2       1 by 1

Semantic Description of Step Lists. A step list is a list of values of type number. The value of the first expression above is called the initial value; the value following the to is called the limiting value; the value following the by is called the step value. The evaluation of the step list proceeds as follows:

(1) All the expressions are evaluated in the order of their occurrence in the program.

(2) If the step value is missing it is replaced by 1.

(3) If the limiting value is missing, it is replaced by a value of type undefined.

(4) If all the values thus computed are of type number, the step list has for value all the numbers of the form (initial value) + (n) x (step value) lying between (inclusive) the initial and limiting values where n ranges over the integers from 0 to infinity. If the limiting value is undefined the set is infinite, otherwise, it is undefined.

Syntax of Assignments.

<expression> ::= <primary> ← <expression>

Examples of Assignments.

a ← 1,    (if x = y then z[1] else z[2]) ← 7,
b ← 1 to n,   c[2][x-z] ← "ave."
,c ← { new x, if(length b) = 3 then out ← "3", out ← out ± cr, x ← out }
Semantic Description of Assignments. The primary on the left must have a value of type name. If it does, the value of the named variable is replaced by the value of the expression on the right. The value of the expression is also the value of the assignment.

Justification of Assignments. The assignment allows the saving of temporary intermediate values. We also provide some flexibility in the designated variable on the left of the arrow (i.e., subscripted or unsubscripted identifiers and the parenthesized expressions). Both of

\[(\text{if } a = b \text{ then } c \text{ else } d) \leftarrow 3,\]
\[a \leftarrow \mathbf{F} c, \quad a \leftarrow 3,\]

are meaningful, and, if \( a \) initially equals \( b \), have the same effect. In the first case the principle of deferment demands delaying the fetch of the value of \( c \) until the end of the conditional expression at which point we discover that it is the name that we want. In the second, we delay until after return from the procedure. The latter case is exactly the Algol 60 call-by-name construct.

Syntax of Procedures.

\[
\begin{align*}
\langle \text{expression} \rangle & ::= \langle \text{procedure} \rangle \langle \text{expression} \rangle \\
\langle \text{procedure} \rangle & ::= \mathbf{F} \\
\langle \text{primary} \rangle & ::= \text{identifier} \langle \text{list} \rangle \mid \text{identifier}
\end{align*}
\]

Examples of Procedures.

\[
\begin{align*}
\text{increase} & \leftarrow \mathbf{F} a \leftarrow a + 1, \\
\text{increase} & \leftarrow \mathbf{F} \{\text{new } a, \ a \leftarrow a + 1\}, \\
\text{increase}(\mathbf{F} a) & , \\
\text{factorial} & \leftarrow \mathbf{F} \\
& \{\text{new } n, \\
& \quad \text{if } n = 0 \text{ then } 1 \text{ else } n \times \text{factorial}(n-1) \}
\end{align*}
\]
Semantic Description of Procedure Definition. A procedure definition is denoted by the mark `\( p \)` followed by an expression called the procedure expression. The execution of a procedure definition produces a value of type process. If the procedure expression is not an explicit list (or an explicit list followed by subscripts) then it is called a parameterless procedure.

Semantic Description of Parameterless Procedure Activation. (3-11)

Whenever the name of a variable is computed, that variable is inspected to determine whether or not it contains a value of type process. If it does, the process is activated and the name of the variable is replaced with the resulting value. If that value is again of type name, the test is repeated, etc., until a value of some other type is returned. If, at the time of procedure activation, all of the variables valid at the place of procedure definition are defined, then the effect, and the resulting value are the same as would be obtained by executing the procedure expression in the same environment at the place of definition.

Semantic Description of a Procedure with Parameters. (3-12)

If the procedure expression is an explicit list, then it has a (perhaps null) list of identifiers local to the scope defined by the list. We call the variables allocated to these identifiers the first, second, third, etc., initializable variables of that procedure.

Semantic Description of the Activation of a Procedure with Parameters. If the procedure activation is signified by an identifier followed by an explicit list, we call the list the actual parameter list. If the variable allocated to the identifier does not contain a value of type process, a value of type undefined is returned. Otherwise the
activation is identical to that for the parameterless procedure except that the initializable variables of the procedure are given the values of the corresponding actual parameters.

Justification of Values of Type Process. The ability to define a process that can be activated upon demand is present in some form in Algol 60 procedures, functions, switches and name parameters. We have in the kernel language a single process defining construct. The value of a process may be of any type and the value may depend upon where the process is activated. (For instance, if a process is activated to the left of a replacement arrow it may return a value of type name rather than the actual value of the named variable.) Process recursion, the programming analogue of mathematical induction, is frequently the most natural way of expressing an algorithm in the kernel language.

The second and third examples above show how the kernel language equivalent of Algol 60 name parameters. The local variable \( a \) is initialized to the procedure to compute \( a \), a non-local variable. Each occurrence of the identifier \( a \) in the list body causes the procedure

---

Note that since every access to the procedure identifier causes a procedure activation, there is no equivalent to the Algol 60 procedure assignment statement. If the procedure has parameters it is necessarily list-valued unless, as in the factorial example, a subscript is used to select the desired value.

†† Values of type process are similar to the quotations of Euler. The difference is that Euler quotations behaved differently when passed as parameters and when stored in local variables. We have eliminated the distinction.
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to be activated. The first activation yields the name of the non local 
a since it is called to the left of the assignment arrow; the second 
yields the value. The result is that the non local a is increased by 1

Implementation of Primaries of Type Process. The necessity of 
accessing a word to compute its address is a consequence of the general-
call-by-name concept from Algol 60. The provision for a special fast-
access bit associated with the word is required for efficient implementation.

Syntax of While-Controlled Iterations.

<expression> ::= <while clause> do <expression>
<while clause> ::= <while> <step list>
<while> ::= while

Examples of While-Controlled Iterations.

while in[1] # "[1] do [a := a + in[1]],
in := in[2 to length in] ~

while x + 2 # a do x := (x + a + x) + 2

Semantic Description of While-Controlled Iterations. A while-
controlled iteration consists of a while clause and a controlled expression.

The Burroughs B5500 has the special bit (called the flag bit) but it 
can be examined by the hardware only by accessing the word. Thus even 
in the assignment

a := a

three memory references are required.
The while clause is evaluated; if it has value true then the controlled expression is evaluated and we return to re-evaluate the while clause; if it has value false we terminate the iteration and the value of the while-controlled iteration is the list of values of the controlled expression; if it has any other value, the iteration is terminated with a value of type undefined.

**Syntax of For-Controlled Iterations.**

\[
\text{<expression>} ::= \text{<for clause> do <expression>} | \\
\text{<for clause> ::= <variable> from <step list>} \\
\text{<while clause> ::= <while> <step list>} \\
\text{<while> ::= while}
\]

**Examples of For-Controlled Iterations.**

for all \(I\) from 1 to \(n\) do \(3 \leftarrow 3 + I \div 3\),
+ / for all \(I\) from 1 to \(n\) do \(I \leftarrow 3\),
for all \(t\) from table while looking do
    if \(t = \text{object}\) then looking := false else emit(0)

**Semantic Description of For-Controlled Iterations.**

The for-controlled iteration provides for the execution of the controlled expression of a fixed number of times or a fixed number of times with the possibility of an early termination. The step list of the for clause is evaluated once; if it is not list or set valued, the value of the for-controlled expression is of type undefined. The scope of the identifier of the for clause is the controlled expression. The variable allocated to the identifier assumes in order each value from the iteration set and the controlled expression is executed. If there is a while clause
and its value is not true before the execution of the controlled expression, the iteration is terminated.

The value of the for-controlled expression is the list of values assumed by the controlled expression.

**Syntax of Conditional Expressions.**

\[
\begin{align*}
\text{<expression>} & \ ::= \ \text{<expression>}_1 \\
\text{<expression>}_1 & \ ::= \ \text{if clause} \ \text{<expression>}_1 \ | \ \text{<expression>}_2 \\
\text{<expression>}_2 & \ ::= \ \text{<expression>}_3 \\
\text{<expression>}_3 & \ ::= \ \text{if clause} \ \text{<truepart>} \ \text{<expression>}_4 \\
\text{if clause} & \ ::= \ \text{if} \ \text{<expression>} \ \text{then} \\
\text{truepart} & \ ::= \ \text{<expression>}_2 \ \text{else}
\end{align*}
\]

**Examples of Conditional Expressions.**

if \( x = y \) then if \( y \neq z \) then \( x \leftarrow y \) max \( z \),

if \( \text{test}(?) \) then \( \{ x \leftarrow 3, \ y \leftarrow 2 \} \) else \( x \leftarrow 3 \),

if \( A \subseteq B \) then true else \( z \notin B \) then \( B \leftarrow 0 \).

**Semantic Description of Conditional Expressions.** The first form of conditional expression is an if clause followed by an expression. The if clause is evaluated; if it has value true the expression is evaluated and the value obtained is the value of the conditional expression; otherwise the value of the conditional expression is of type undefined.

For the second form we evaluate the conditional expression; if it is true we evaluate the truepart expression; if it is false we evaluate the final expression; otherwise we create a value of type undefined.
Syntax of Programs.

<program> ::= |<expression>| |

Semantic Description of a Program. The value of a program is the value of the expression. Note that by the nature of the kernel language (identification of Algol 60 blocks and values of type list) the value of a program will be a list structure of the intermediate results.

Implementation of a Program. On account of the copious list structure generated by a program, we must have some form of remote storage and recall mechanism. The list structure of the program is well suited for segmentation and overlay.
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