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What we do...
• Introduce the Green’s function on a 

Network. 

• Produce the Green’s embedding of the 
states where the Euclidean distances 
between the images are square root the 
commute distances in the network.

• Examine a applications to the Wiki Network 
an the Netflick’s Problem.

• Prove the mighty Commute Theorem! 



A little deeper...

Green’s Function

€ 

G(x,y)
Potential at x for point source at y. 
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ΔG(x,y) = δy

1828Circa
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G(x,y) =
1

4π | x − y |

Example (R^3):

....with second 
source at 
infinity
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...

€ 

G(x,y1) −G(x,y2)

€ 

G(x,y1,y2)

€ 

< Δf ,c >=< f ,Δc >= 0
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Searching for f such that

where

or
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A =ODOtr

f (A) =Of (D)Otr
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Moore-Penrose 
Pseudo Inverse

Spectral
Calculus
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Proof:

Embedding 
Theorem 

definition
self adjoint

spectral calculus
definition

re-organize

So G embeds the states in R^N such that the Euclidean 
distance squared is the Green’s Distance.

Defintion: The Dirichlet Inner Product:

definition



The Commute Time from i to j (denoted       ) 
is the expected number up step needed to get 

from i to j and back to i.

€ 

Cij

 
%

[states Time]=Commute(15,25,1000);



Commute Theorem: 

Gauss Bonnet Theorem, Selberg trace Formula, Riemann Mapping 
Theorem, Commute Theorem, Classification of Surfaces, ....
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%

Commute(15,25,1000);

 ECom(15,25)

ans =

  140.8849

function Cij=ECom(i,j)
 

% This function computes the expected time
% to commute from i to j and back to i
% Example: i=15; j=25; ECom(i,j)
 
% We precomputed the transtion matrix T
load T.mat; load mu.mat;
% Compute Laplacian
Lap=diag(ones(length(T),1)) - T;
% Compute Laplacian’s Psudo Inverse
LapInv=pinv(Lap);
% Construct the Charge Vector
eij=zeros(size(mu));
eij(i)=1;
eij(j)=-1;
charge=(1./mu).*eij;
% Solve Laplacian f= Charge
f=(LapInv*(charge)');
% Compute the needed Dirichlet norm 
Cij=f'*diag(mu)*Lap*f;

 
 

end

In MatLab



MDS the Green’s embedding  to 3 dimensions



The Netflix Challenge







Great Project: 
Do this for the
Netflicks data!
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A Wiki Adventure!









Commute Theorem: 

Should I prove the 
Commute Theorem?!
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Proof:

Commute Theorem: 

Let        be the probability of reaching j 
before i when starting at i.

Proposition 1(Renewal Theory)

Proposition 2 (Maximum Priciple, Potential Theory)
2
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Proposition 1 

Commute(15,25,1000); Loop(15,1000);

Second Fundamental
 Mystery

 of Probability
Theorey

(see the appendix)

Very well
known!



Fundamental
 Theorem of

Analysis

T

Law of
Large

Numbers

only small
 stuff on ends

missing

...
1 T LARGE

N=#Loops=#(S=i)-1

Here’s one argument....



Proposition2

€ 

k ≠ i, j
Unique solution up to constant

from Maximum Principle

g(k) equals the probability starting a k of reaching j before i. 

€ 

Δg(k) = 0
g(i) = 0
g( j) =1

€ 

Δg(i)

Dirichlet Problem

 is minus the probability of escaping from i to j staring at i

constant function
 in kernel
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where



“I have not had a moment's peace or happiness in respect to 
electromagnetic theory since November 28, 1846. All this time I 
have been liable to fits of ether dipsomania, kept away at intervals 
only by rigorous abstention from thought on the subject.”
~Lord Kelvin~ (to FitzGerald 1896)

On the 2-d Euclidean lattice a 
drunk Lord will always find his 
way home.  In three dimensions 

he may not be so lucky! 

Poyla’s Theorem

* Dipsomania is a term USUALLY related to an incontrollable craving for alcohol.... the obsession is so compulsive that the 
dipsomanic will ingest whatever intoxifying liquid is at hand, whether it is fit for consumption or not. Dipsomania differs from 
alcoholism in that it is an uncontrollable periodic lust for alcohol, with, in the interim, no desire for alcoholic beverages. 

Ether Dipsomania is a term related to an incontrollable craving for a consistent and appealing theorey of something in the form  
of an analogon to the theorey of electromagnitism...the obsession is so compulsive that the ether dipsomanic will....



Poyla’s Theorem: 

The Escape Probability is 
0 in 2 dimensions, but
0.65946267046 in 3 dimensions

Infinite networks are (mathematically) more fun! 



2FMPT

1FMPT

Wald’s Theorem (Renewal Theory)

n

 Appendix 


