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Abstract

Motivated by problems in signal recovery, we will investigate the distribution of the energy of
the Fourier transform of a positive function on a finite group. In particular, we are able to bound
from below the fraction of energy contained in various subsets of the Fourier transform of a positive
function defined on a finite group. Applications to signal recovery for positive functions, as well as
partial spectral analysis for data on finite groups are also presented.

1 Introduction

1.1 History

The problem of approximating functions of L?(R) or L?(S!) by a subsum of their Fourier expansion
has a long history. In 1911, a fundamental theorem in approximation theory was published by Jackson
[11, 12], relating the smoothness of a function to the rate of decay of its Fourier coefficients. While
volumes of work have been written on similar topics in approximation theory improving the scope
and quantitative nature of this theorem, this basic result remains at the heart of linear approximation
theory and can be stated simply.

Theorem 1.1 (Jackson’s Theorem, see [11, 12, 1]) Let f € L*(R) and let S,,(f) be the n'"* par-
tial sum of the Fourier series. Then f has k continuous derivatives if and only if

If = Sa(H) = O(n™").

While these sorts of linear approximation theorems are very well known, the analogous nonlinear
theory in which positivity is added to the description of f is less well-studied. One result which
characterizes the Fourier transform of such functions is the following.

Theorem 1.2 (Bochner’s Theorem, see eg. [19], p. 330) Let f € L*(R) and say f is a func-
tion of positive type if the matriz {f(Ni — X\j)}ij is positive for any Ai,..., A\, in R". The cone of
functions of positive type is exactly the Fourier transform of the positive functions.
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Bochner’s theorem gives us an accurate characterization of the image cone, i.e., the Fourier trans-
form of the positive cone. Nevertheless, the characterization of positive functions according to the
decay rate or concentration of the energy of their Fourier transforms lacks a complete Jackson-type
theorem. An early result in this direction is due to Erdés and Fuchs [9)].

Theorem 1.3 (Erd6s and Fuchs [9]) Suppose that ¢(z) = Y o2 o bpz™ is convergent for |z| < 1 and
suppose that all b, are non-negative real numbers. Then for 0 < o <, z=re? and 0 <r < 1,

o [ oRds > o [ oz Pas (1

In the limiting case where r = 1 (assuming convergence), if we let & = /2, then we obtain

/2 9 1 T 9 B 1 9
[ Jeran =g [ o) = gl 0

If we view ¢(2) as the Fourier transform of a function b € L(Z), then (2) can be reformulated as the
statement that at least % of the squared energy of such a function (nonnegative, with support on the
nonnegative integers), and correspondingly, at least % ~ .41 of the energy of this positive definite
function, must be contained in the “low frequency” component of the Fourier Transform. Thus, such
a positive function cannot consist only of high frequency information.

Various efforts have been directed at improving the bound (2). In particular, both Shapiro [21]
and Logan [14], have shown that the constant % can be improved to %. Their result is sharp in that
it cannot be improved uniformly for all values of « in (1).

In this paper we examine finite analogues of bounds with the form (2) to study the energy content
of different subsets of the frequency domain for positive functions on finite groups. The case of cyclic
groups is of particular interest for digital signal processing and for this we obtain a bound of 1/4,
effectively transferring the Logan-Shapiro bound of % to the discrete setting. However, our main
result (Theorem 2.3) is of a general form stated in terms of the representation theory of finite groups.
Thus, this sort of finite Paley-Weiner analysis has implications even for noncommutative groups and
thereby extends to the general spectral analysis framework originally proposed by Diaconis [5] for
studying data on groups.

1.2 Motivation

Our motivation comes from digital signal processing, and the problem of signal recovery from limited
Fourier transform data. For finite, discrete positive functions, a class of functions defined by a nonlinear
constraint, it appears that the stability of signal recovery is tied to the ratio of low frequency energy
to total signal energy. A linear analysis of the problem would tie stability to the condition number, a
quantity which pertains when the class of object functions is a linear subspace.

By signal recovery, we mean the problem of inverting convolution operators which may in general
be hard to invert. The extreme case of this is that of an operator L of the form

Ls=F 'KFs (3)

where F' is the Fourier transform, K is a diagonal operator consisting of 0’s and 1’s, and s is the signal
that we would like to recover. This operator models the problem of recovering a signal from partial
knowledge of its Fourier transform. The regions in which K is 1 represent the “known” or measured
Fourier data, and the regions in which K is 0 represent the “unknown” or unmeasured data. This
type of operator is also referred to as a band-pass operator. More moderate examples are of the form



outlined above, but with K a diagonal operator with some “large” values, and some “small” values.
For example, a Gaussian blurring operator would fall into this class.

Band-pass operators are impossible to invert without a priori conditions on the object function
s. For example, if s has compact support €2, and we consider the restricted band-pass operator on
L?(€2), then the problem becomes one of analytic continuation. The Fourier transform of a compactly
supported function is an entire function, and therefore limited knowledge of the Fourier transform of
s, or a small region in which K is 1, is sufficient to uniquely determine s. Unfortunately, this is a
classically ill-conditioned problem [6].

Nevertheless, while in the general situation the usual linear analysis (i.e., according to condition
number) may be appropriate, it seems that when the class of object functions is defined by some
sort of nonlinear constraint, the linear analysis may not give a good indication of the stability of the
associated inverse problem.

For example, Donoho and Stark consider the effect of sparsity on the recovery of discrete, finite
signals. They proved that if a discrete function is non-zero on N points, then its Fourier transform
cannot vanish on N consecutive points [8]. This implies that for certain finite signals, partial knowledge
of its Fourier transform is sufficient for recovery. Related papers show that sparsity of the signal will
guarantee stability of these types of inverse problems [6, 7].

We are interested in the effect of the nonlinear constraint of positivity on inverse problems. This is
an important class of functions which arise naturally in a variety of areas including image processing
and density estimation. Our belief is that in this situation, signal recovery is tied to the proportion of
energy contained in the low frequencies. We now give some indication of this link.

Let us suppose that s > 0. With this extra information, bounding the error in the recovery of s
from some noisy data Ls + n may now be stated as solving the constrained optimization problem:

Minimize: ||Lx — (Ls + n)|| (4)
Subject to: x 2 0.

It is enlightening to consider this problem from a different perspective. Since the linear image of a
cone is once again a cone, we consider the range cone R = Ry = {Lz|x > 0} and denote by P the
projection onto this cone, i.e.,

Pz = argmin cp|ly — 2||. (5)

It follows that the solution to the constrained optimization problem (4) is L& = P(Ls+n), with error
E(s,n)=s—xz=s5— L YP(Ls+n)) =L YLs— P(Ls+n)) =L ' (Pn), (6)

since PLs = Ls. Note that because the projection P depends in a nonlinear way on s, we should not
expect sharp bounds for (6) which are independent of s. However, because P is a projection, it follows
that the error is bounded by
max ||IL"tn||. (7)
|In||<e,Ls+neR
While it seems difficult to bound (7) sharply for all s, it appears that this is a measure of how
expansive L~! is on the range cone Ry, rather than on the entire space, or that the nonlinear bound
NLB = max _||L™ x| (8)
[|z]|=1,2€R

would be an appropriate measure of stability. This is the bound which we are investigating for the
operator which maps a discrete function to a truncated version of its Fourier series. Beyond this

general bound, we believe that the measurement of the ratio for each function z € R,



will give insight into the stability of recovering s, where Ls = x. These insights are not the normal
ones usually expected from linear stability theory.

To understand how NLB is related to Theorem 2.5 let + € R and L = F~!KF, where K is
the diagonal operator which is 1 on the low frequency data, and 0 on the high frequency data. By
Parseval’s equality, ||z|| = 1 implies that the energy contained in the low frequency information is
exactly 1, and ||L~'x| represents the energy of the total signal. By Theorem 2.5 the ratio of the
low frequency energy to the total energy, is least % This then implies that NLB(x), which is the
reciprocal of this, is at most 2. Note that NLB(z) does not bound the true error (7), which is the
worst possible error that can occur for the constrained optimization problem.

Linear inversion theory (illustrated by the condition number and other linear stability measures)
suggests that inputs of relatively small energy, which produce outputs with relatively large energy,
will have unstable recovery. The general rule of thumb is that the noise will be magnified by the ratio
of the energy of the input to that of the output. However, in the nonlinear case which we address,
the opposite seems to be the case. If we try to recover a small amount of high frequency energy from
a function which is mostly low frequency energy, our conjecture is that the recovery problem is not
stable. This is the case when NLB(x) is small, or near 1. On the other hand, if NLB(z) is large, or
near 2, then it should be possible to stably recover the large high frequency component of the function
from the low frequency component. This is exactly the opposite of what one would expect from linear
stability analysis.

Our explanation of this phenomenon comes from a link between the ratio NLB(x) and sparsity
(Theorem 3.2), which indicates that large NLB(z) is related to signal sparsity. In [6] Donoho shows
that sparse functions admit stable recovery of their high frequency components from low frequency
information. In addition, the general requirement for a function to approach the maximum NLB is
that it will need some isolated high frequency components, with low energy components separating
them.

Further appreciation for the difference between the error (7) and the linear error ||L~1n|| is gained
by remembering that high-dimensional cones have nearly no interior, and infinite-dimensional cones
have no interior. Therefore the fundamental linear idea of measuring the maximal deformation of an
open ball of noise, does not necessarily make sense in the nonlinear setting, since this noise ball may
almost surely lie outside of the range cone. In some sense, the measurement of a normalized function
as in NLB, or the ratio (23) measure whether a function lives in the interior of the cone, or near the
boundary of the cone. The nonlinearities presented by the boundary of the cone will be much stronger
for a function whose NLB is large.

1.3 Organization

The rest of the paper is organized as follows: After some preliminaries on the representation theory of
finite groups, we prove our main result (Theorem 2.3), bounding from below the percentage of energy
contained in certain subsets of representations (Fourier space). Section 3 contains our applications. In
Section 3.1 we discuss in a bit more detail the relation to positivity constrained inverse problems. This
includes some numerical experiments which support the claim that by taking positivity into account,
a wider class of functions admit stable recovery. In Sections 3.2 and 3.3 we consider some potential
applications to partial spectral analysis. Finally in Section 5 we close with a list of possible directions
for future research.

Acknowledgement. Special thanks are due to Jong-Shi Pang of The Johns Hopkins University for
developing the optimization software used in the numerical examples of Section 3.1.2.



2 Main result

We prove a general result, bounding from below the fraction of energy within particular subsets of
the frequency domain, i.e., the length of the projection of an arbitrary positive function onto a set
of irreducible matrix elements spanning a union of irreducible representation spaces. In the classical
abelian case, this is simply the subspace spanned by certain subsets of vectors of regularly sampled
exponentials. Necessarily we will require some of the rudiments of group representation theory (see
[20] for a basic reference). We begin with some notation and terminology (Section 2.1) and then in
stages prove the main result (Theorem 2.3) in Section 2.2. We postpone the applications to Section 3.

2.1 Preliminaries

Let G be a finite group and let L?(G) = {f | f : G — C} be the vector space of C-valued functions
on GG with the usual inner product

(f.9) = 2 3 F@)g(@) )
‘G’ zeG
for any f,g € L*(G).

Let p : G — GL(r,C) be a unitary irreducible representation of G. Thus, r = r, = deg(p).
Recall that any irreducible representation is equivalent (attainable by a change of basis) to one which
is unitary.

We denote the 7, j matrix element associated with p as p;;. Then for every 4, j with 1 <4,j <,
pij € L(G), and (cf. [20], p. 14),

1
(pijs pr1) = =01 - 051, foralld, g k,l=1,... (10)

r
Let

L, =Span{p;; | t,j=1,...,r},
then by (10) the functions
pij = Vrpij

as 1 <1i,j <, is an orthonormal basis of L,. The subspace L, is an isotypic subspace of L?*(G), but
is not irreducible unless » = 1. For » > 1, L, is a direct sum of r irreducible subspaces. L}), o L
each of dimension r, defined by

L), = Span{pi1, ..., pir}-

Example: In the abelian case, each » = 1. In particular for a cyclic group the isotypics are naturally
indexed by the integers 0,...,N — 1 (for G = Z/NZ, so |G| = N) and

L; = Span{(«?, ..., ... ,wj(N_l))}
for w = 2m/N,

In this way, from a complete set of irreducible matrix elements we obtain an orthonormal basis
for L?(G). The orthogonality of the pij (for distinct p) or equivalently, the p;; gives a direct sum
decomposition

L2(G) = &,L,

where p runs through a complete set of inequivalent irreducible representations for G.



A Fourier expansion for f € L*(Q), is simply the expansion of f in terms of the orthonormalized

irreducible matrix elements,
F=" foiibij

pstsJ

where f,;; € C is the associated Fourier coefficient.

(11)

For f € L*(G), let | f |?) denote the energy content of f at the irreducible representation p. Thus,

2= sl

1<i,j<r

Then by the orthonormality of the basis

IF1% =117 = Zlfl2

This is the natural generalization of the power spectrum of a positive function.

Remark. Efficient algorithms for the computation of the Fourier coefficients (11) go by the name
of fast Fourier transforms or FFTs. The well-known Cooley-Tukey FFT [3] and its many variants
accomplish this task for any finite abelian group. Techniques are also available for many families
of noncommutative groups. See [17] for a current survey. The usual convention is for the Fourier
transform of a function f € L?*(G) at a given irreducible matrix p;; element to be defined as the sum

sz Z f sz

zeG

and the Fourier transform at p is the entire matrix

= f@)p(=)

zeG

If we define the function f#(x) = f(z~') then

fp,i,j = \/7_“%(,031)

where we use the fact that for a unitary representation p;;(x

2.2 A general bound
For all x € G define

=) f(»

zeG

f(zz=1)

(12)

= pji(z

).

(13)

Notice that if G is abelian, then (13) takes the form of ) f(2)f(2 — x) which is the autocorrelation
of f. Thus, equation (13) is a natural generalization of the autocorrelation of f under the definition

of convolution for L?(G) given by

frglx)=>" f(z)

zeG

(14)

To begin, we consider the Fourier expansion of f¢. By matrix multiplication,

pri(zx™ ") = Z Prm (2

pml

),



and by unitarity

Pt (@) = Fm(a).
Thus, we have the following expansion:

@) = Y foig fewa pig(z) - Galzah)

ZGG p7i7j7£’k’"l

. — 1 _ -
= > > fpigSert ﬁﬁij(z) & (2) + & (@)
z€G p:ivjvévk’lvm
G A -\ -
= gl ’—\/r_‘p : (22: foig- fp,i,l> puj ()
= (GIY "D foii+ Fpiarii(2). (15)

p.gl %

Let

Xp =D Pi
7

be the character (trace operator) associated to p. This function is independent of choice of basis.
Notice that the orthogonality of the irreducible matrix elements (10) implies orthonormality of the
characters. In particular, if 7 is any representation of G, then for any irreducible representation p,
the inner product (x,, x») gives the number of direct summands equivalent to p which occur in any
irreducible decomposition of 7.

The following Lemma is a direct consequence of the above expansion of f¢ and the orthogonality
relations (10).

Lemma 2.1 For f € L*(G) and p an irreducible representation of G

Gl 72
(fSxp) = T’f’p'
For an irreducible representation p, define

Yp = TpXp-

This is the character of a direct sum of r = r, copies of p. For a finite set of irreducible representations
S, define

g = Z Vp. (16)
peES
Example. Let S denote a complete set of inequivalent irreducible representations of G. Recall that
the regular representation of GG contains any p € S exactly r, times. Thus in this case, 15 is exactly
the character of the regular representation.

For any representation p, let p’ denote the corresponding contragredient representation. That is,

px) = plzh) (17)

where the superscript ¢ denotes transpose. Notice that x, = X,.

Recall that for any representations p; and py, their tensor product is defined by p1 ® pa(z) =
p1(x)® pa(x). It follows that the associated relation on characters is X @p, = Xp1 - Xpo- 10 general, the
tensor product of irreducible representations is not irreducible. In particular, the orthonormality of



the characters implies that for an irreducible representation p, p® p’ contains the trivial representation
exactly once, so that if p is multidimensional, p ® p’ is reducible.
For any subset of distinct irreducible representations .S, consider the irreducible decomposition of
(X pesP) @ (X esp)- If we let x5 denote the character of 3 g p, then on the level of characters the
irreducible decomposition becomes
XS Xs = Z NegXes
3
where ¢ varies over all irreducible representations of G and ng > 0.
Given S, define
T(S) = {& | ne # 0}.
We also define
deg(S) = Z 7“3.
peS

Again, if S is a complete set of irreducible representations for G, then deg(S) = |G]|.

Lemma 2.2 Let S be a set of inequivalent irreducible representations. Then in the above notation,
Max{n¢ | £ € T(S)} = deg(9).

Proof: Let ;¢4 denote the character of the regular representation of G. Then xreg = >°,7pXp- By
orthonormality of characters, for every p, we have

Xp * Xreg = TpXreg-

Therefore, given p; € S, then as py runs through S, a given ¢ can occur in all the p; ® ph at most r¢
times. Thus, for every &,
ng < deg(S)

and
Maa{ng | € € T(S)} < deg(S).

On the other hand, let £ denote the trivial representation. Then for any pi, p2 € S, & occurs in
p1 ® pl if and only if p; = po, and in this case it only occurs once. Since each representation p occurs
with multiplicity  (equal to its degree) in ¥g, we get

n50 - deg<S)7

so that
Max{ng | £ € T(S)} > deg(S).

[ )

We are interested in the case of nonnegative functions. We will make use of the following obvious
facts, that if f is nonnegative, then f€¢ is nonnegative, and for any f, f - f is nonnegative.
We are now ready to prove our main theorem.

Theorem 2.3 Let S be a subset of inequivalent irreducible representations of G and let f € L?(G) be
a positive function, then




or equivalently

ZpGT(S) |f|,2) deg(S) ]
> . 8
TE > rej (18)

In addition, the lower bound in (18) is sharp in the sense that there are subgroups S of groups G that
come arbitrarily close to satisfying the equality in (18).

Proof of the inequality: Since f¢ and g - 15 are both positive, we have

(f s -s) > f(id)ys(id)?
= |f|*deg(S)*. (19)

Note that in the first line of (19) is the only place where positivity is used.
Expanding out the lefthand side of (19) yields

<fcv Z n€¢§>,

£er

and by Lemma 2.1 this is equal to

> nel fI- (20)

EeT

By Lemma 2.2 the sum (20) is at most

[ )

It is straightforward to adapt this bound to any homogeneous space for G. This is the case in which
G acts transitively as a group of permutations on a set set X, so that the vector space of functions on
X, denoted L?(X) is naturally identified with the subspace L?(G/H) < L*(G) of right H-invariant
functions on G, for a subgroup H < G which fixes a chosen basepoint zg € X.

In this case, given f € L?(G/H), identify f with the function on G whose value on an element of a
coset zH is simply 2 f(x). Note that this is an orthogonal embedding of L?(G/H) into L*(G). With
these conventions, we easily have the following.

Theorem 2.4 Let X be a homogeneous space for G with H < G the stabilizer subgroup of some
fixed basepoint ro € X. With all the notation above, let S be a subset of inequivalent irreducible
representations of G and let f € L?>(G/H) be a positive function, then

£12 deg(S) £12

peT(S)

2.3 Cyeclic groups

Of interest for digital signal processing is the case of cyclic groups (i.e., discretized circles) and their
products, which make up the class of all abelian groups. For their independent interest we restate
these results here. The result for cyclic groups reobtains the results of Logan [14] and Shapiro[21].



Theorem 2.5 Let G =Z/NZ,n < N/2 and f > 0. Then

Frvi2 A2
> 176 2 /I

—n<j<n
or A
> 1fO)
—n<j<n n
— > (21)
I1.£1I2 N
or

1Al

\/ (22)
(R
where || f||ln denotes the projection of f onto the frequencies between —n and n.

Proof: The irreducible representations of G are indexed by the integers modulo N. We take as our
representative set {—N/2,—N/2+1,...,N/2 —1}. Let

S={-n/2,...,0,...,n/2 —1}.
Thus, deg(S) = n, pj, = p_i and
T(S)={k—=1—n/2<k/l<n/2} ={m|—n <M <n}.

Since all representations are one-dimensional, we have that the trivial representation (pp) occurs n
times. Hence the result.

[ )

Of particular interest is the energy content of the low frequency part of the spectrum. This is
defined as the range from —N/4 to N/4.

Corollary 2.6 For f:Z/NZ — C, f >0,

1
> ORI
—N/A<G<N/A
or
Z ()2
N/ i}vﬁ;‘ >1/4 (23)
. 111
N
T (24)

The result for cyclic groups (Theorem 2.5) can be easily extended to any abelian group (which can
always be written as a direct product of cyclic groups). In this case we are able to bound from below
the frequency content of rectangular regions about the trivial representation.

Theorem 2.7 Let Ny,...,Ny, >2 and f:Z/N1Z X --- X Z/NmZ — C, f>0. Forn; < N;/2,
s/ . . ni
) DIEEND SENNT R RS
—n1<j1<n1 N <Jm<nm

Notice that Theorem 2.7 excludes the case of all N; = 2. The result here is is slightly different,
since in this case, for every representation y, we have x®x = 1. In addition, this case is of independent
interest for its relation to the analysis of 2¥ factorial designs. This is taken up in Section 3.2.

10



2.4 Sharpness of the bound

We will now establish that Theorems 2.3, and 2.5 are sharp, in the sense that one cannot uniformly
increase the lower bounds for the ratios (18) and (21). This is analogous to the tightness of the 1/4
bound provided by Shapiro and Logan. We will begin with some notation. Let us restrict ourselves to
the cyclic group, and consider its subgroups. Let us assume that N = k - m, and define the following
notation,

1 if i = g *x k for some ¢

0 otherwise.

II1%(3) = {

Thus IIT* is the characteristic function on a subgroup of the cyclic group. An interesting an useful
fact is that the Fourier transform of ITI* is a multiple of the indicator on the dual subgroup, / 7 I,

We will use these functions to show that we asymptotically achieve the bounds in Theorems 2.3 and
2.5.
Proof of Sharpness for Theorems 2.3, and 2.5. Let us recall the bound in Theorem 2.5

Z—nﬁjﬁ;ﬂ |f(j)‘2
I1£11?

We will show that if N =4 % m, and n = m — 1, the left and right hand sides will be equal in the
limit as m — oo. We now consider the function \/%III‘L, which has the function ITI"™ as its Fourier

transform. Note that ITI™ consists of exactly 4 equally spaced ”spikes” of height 1. If n = m — 1, the
right of (25) is given by

> (25)

n
N.

m—1_ m-—1
N  4dsxm’
As m — oo this approaches 1/4, as mTfl — 1.
The left side of (25) is equal to 1/4, for all m, since only one of the 4 ”spikes” will be included in
the upper sum, while the lower norm consists of the sum of all 4 spikes.

This demonstrates that there are subgroups and groups which come arbitrarily close to satisfying
the bounds of Theorem 2.3, and Theorem 2.5.

[ )

Comment: The above examples can be generalized in the following way. Letting N = 6xm, n = m—1,

and our function f = \/gIIIG, we will get the Fourier transform ITI®. The left hand side of repeat

will be 1/6, for all m, and the right hand side will approach 1/6 as m — oo. This type of construction

will work any time N = 2 % ¢ x m, showing that equality can be approached whenever the right hand
m—1 1

is of the form Z2*— ~ 5.
2gm 2q

3 Applications

3.1 Stability of Positivity Constrained Inverse Problems
3.1.1 Background

As discussed in Section 1, a linear stability analysis of an operator of the form (3) would amount to
the computation of the singular vectors of the operator, along with the singular values of the operator.
This would produce an error ellipse around the desired signal to be recovered. The corresponding
nonlinear optimization problem (4), in which positivity is taken into consideration, would project this
error ellipse onto the cone of positive functions. The calculation of the projection of this error ellipse

11



onto the cone of positive functions for an arbitrary positive signal s, and operator L would solve the
stability question for these types of problems.

As mentioned, our approach is to treat the recovery of positive functions as a constrained opti-
mization problem. As a first step towards understanding the stability of this approach, in this section
we present some numerical experiments in which we show the results of this approach for several basic
signals with respect to varying SNRs. In each case we attempt to invert low frequency band-pass
operators. These are Monte Carlo in the sense of the varying additive noise.

Our inspiration comes from the work of Donoho and Stark [8, 6] which shows that if signals
are sparse enough, then recovery of the original signal from the low frequency portion of the signal is
possible. To be specific, assume that we have a function on Z, and its corresponding Fourier transform
on [—m,7]. If the Fourier transform of that function is known on [, 7], Donoho proves that stable
recovery is possible if there is only 1 nonzero value on any 8 consecutive integers. We present numerical
evidence that with the additional constraint of positivity, an even more general class of functions may
admit stable recovery.

Our experience is that whenever a function approaches the bound of (23), then recovery of the
positivity constrained inverse problem (4) will be very different from the corresponding linear inverse
problem, in that it will be more stable. This fuzzily defined class of signals contains the positive signals
within the class considered in [8, 6] for which stable recovery is shown, but is more general. On the
other hand [6] does not assume positivity, and hence also shows stability for some non-positive sparse
signals, a class which we do not consider.

The following two theorems show some link between sparsity, positivity and the bound (23). We
anticipate that there is room for improvement of these results.

If a positive function s can be stably recovered from its low frequency Fourier components, then
it must follow that there is no high frequency perturbation p;, which can be added to s such that the
sum s + sy, is also positive. This has been proven this for certain classes of sparse functions [6]. We
believe that this is also essentially true for any function which approaches the equality in (23). To
this end we present the following theorem.

Theorem 3.1 Let a positive function s = s;+ sy, achieve the equality in (23) in Theorem 2.5, where s
is its low frequency component (known) and sy, is its high frequency (unknown) component. Then there
18 no high frequency perturbation py, in the orthogonal complement of sy, such that s + py, is positive.

Proof: If such a py did exist, s 4+ pp would violate inequality (23) in Theorem 2.5, since its energy
ratio would be strictly less than that of s, which achieves equality in (23).

[ )

Theorem 3.1 implies that in the M-dimensional high frequency space, there is an (M — 1)-
dimensional subspace from which no perturbation p;, can be added to s and have s remain positive,
unless a corresponding change in s, is made. Thus, in essence, the perturbations which will allow s
to remain positive are nearly one-dimensional.

The relationship between sparse functions and the bound (2.5), seems to be that sparse functions
generally approach the bound. As a first step we show that any function which satisfies equality of
the bound in (2.5) must be zero in at least 2 places.

Theorem 3.2 If s is a positive function on Z/2nZ which satisfies the equality of the bound in Theorem
2.5, then s must be zero in at least 2 places.

Proof: Suppose that s is zero at only one integer i. Choose the perturbation function p to be
p = [1,-1,1,—-1,1,—1....]. The Fourier transform of p is only non-zero at the highest frequency
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component of p. If p is positive at ¢, where s is zero, then we can add a multiple of p to s while
keeping s positive, i.e. s, = s+ minj,;(s;)p > 0. If p is negative at i then we can similarly subtract a
multiple of p. Since s, has the same amount of “low frequency” energy as s, and more “high frequency”
information it follows that the ratio (21) will be smaller for s, than for s. But we have assumed that
s achieved the equality, which implies that s, would violate inequality (23). Thus s must have a least
two zeros.

o

Theorem 3.2 connects the energy criterion (21) and sparsity conditions. In fact, we believe that
the connection between sparsity and the energy criterion is much stronger than this.

3.1.2 Monte Carlo studies of positivity constrained inverse problems

We now examine a few enlightening Monte Carlo examples. In our experiments we solve the problem

Minimize: ||Lx — (Ls + n)||
Subject to: x = 0.

for several particular signals s. We study the mean values of the error ||x—s||2 for various realizations of
n, where n is uncorrelated Gaussian noise of a certain power. To compute the Monte Carlo examples,
we utilize an interior point method for solving the optimization problem (4) with software written by
J.-S. Pang.

We will refer to the noise amplification level (NAL) in the following examples. By this we mean
that the mean error at a given noise level e is bounded in the manner

E(|lx — s[l) ~ NAL|€[|.

We say that the error scales linearly with the noise if such a bound exists.

We study the recovery of the high frequency component of functions which have significant high
frequency content, using only their low-frequency components, and the fact that they are compactly
supported. Some of the functions which we will study will nearly achieve the lower bound (23), while
others will have significant high frequency energy as measured by the ratio (23). Our principal thesis
is that a function with significant high frequency content, i.e. which nearly achieves the equality in
(23), will actually be easier to recover from its low frequency component than a function which is
mainly low frequency, with a small amount of high frequency information.

To appreciate how specialized the functions are which approach this bound let us consider a
function which is generated from uncorrelated Gaussian white noise. We begin by generating 32
outcomes of Gaussian white noise. The energy distribution of white noise is constant across frequency,
and as expected, the ratio (23) is .51. This white noise outcome is not positive, however, so we add a
constant to it to make it positive, i.e. g = noise + | min(noise)|. Now the energy distribution of g is
.91, nearly 1 (the obvious upper bound). This function is illustrated in Figure 1.

Similarly we consider the function f = sin(16 * x) + 1, displayed below in Figure 1. This function
consists entirely of a pure high frequency component, and the smallest constant which will make the
function positive. The ratio for this function is still only .66, which is far from our lower bound of .25.
This function is also illustrated in Figure 1.

In all of the following examples, we are working with discrete signals of length 32. We would like
to explore 3 questions:

1. When we recover the functions from their low frequency components, do the estimation errors
scale linearly with the noise level?
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Figure 1: The above two functions are used to illustrate that it is very difficult to approach the
lower bound for the energy ratio (23). The first function which was generated from white noise, has
an energy bound of .90. The second function consisting of a pure high frequency component plus a
constant to make it positive. Both of these functions would appear to have significant high frequency
components, but they do not approach the lower bound .25.

2. If the noise level scales linearly, what is the NAL, and does there seem to be a relation to the
ratio (23), or sparsity?

3. If the noise level doesn’t scale linearly, is there a noise level at which interesting and somewhat
reliable results can be attained?

In the first of our examples we study the inversion of the operator L = F~'KF where K is 1 for
the lowest half of the frequency domain and 0 on the upper half.

Example 1: Our signal is a positive and sparse function s which coincides in spirit with sparsity
constraint in [6], but has more non-zero points than the results of [6] allow, i.e. one non-zero point for
every 4 integers as opposed to one for every 8 integers as in [6]. The signal s of this example is also
has a relatively low energy bound (23), with a value of .40.

The compact support of the signals will be contained for all of our examples on 32 points of Z. For
this signal, the function is also sparse, being non-zero only on every fourth point, having 4 non-zero
points. The results are striking, and are illustrated in Figure 2. We begin with an % signal to noise

ratio of 100, i.e.

|signal||2

SNR = = 100,

|noisells

and uncorrelated Gaussian noise. We solve the above optimization problem for 1000 different real-
izations of uncorrelated Gaussian noise and the average relative mean error was .083. This means
that the noise is magnified by a factor of only 8, even though the operator is very ill-conditioned (
10 ). The standard linear assumption is that the noise will be magnified by a factor on the order of
the condition number, so it is apparent that the nonlinearity has greatly affected the outcome of this
experiment.

We then increase the SNR to 103, and the corresponding mean error from 1000 outcomes is .0083,
which once again illustrates a noise magnification of 8. Thus the noise magnification seems to be
relatively constant throughout noise levels, or the errors scale linearly with the noise level. This
is surprising, and illustrates that positivity and sparsity create a very strong constraint. When we
increased the SNR again to 10%, the mean error was .00085, which illustrates a slightly larger noise
magnification but is very close to that demonstrated at lower levels. Thus the inversion problem seems
to scale linearly, with a ratio of approximately 8.

Figure 2: An outcome of the Monte Carlo study is shown above. The positive function is the original
signal s. The oscillatory function is the low frequency portion of the spiky signal, or Ls, where L is
the bandlimiting operator, and the spikes are separated by 3 zeros. The recovered function = agrees
with the original function to a high degree.

Example 2: To illustrate the necessity of some sparsity, we then increase the number of non-zero
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points to 1 in every 3. This function is shown in Figure 3. The energy ratio (23) for this function is
also 0.40. For the first example we are able to use a signal to noise ratio of 100 to get an error of 0.08.

The noise magnification error appears to be linear for this problem also, but the constant seemed
to be much larger. The respective mean errors from 1000 trials at a SNRs of 10%,10%,10°, and
108 are .310,.04,.004, and .0004. Thus the errors scaled linearly with the noise, but the average noise
magnification was approximately .04/.0001 = 400 for each experiment. This is compared to an average
noise magnification of only 8 for the spikes which occurred on only every fourth point. Thus the denser
the spikes, the more difficult the reconstruction.

This problem once again demonstrates linear scaling of the noise level, but with a higher NAL.
This might be expected in light of [6], since it is locally less sparse. This demonstrates the importance
of both the energy ratio and sparsity.

Figure 3: An outcome of the Monte Carlo study is shown above. The positive function is the original
signal s. The oscillatory function is the low frequency portion of the spiky signal, or Ls, where L is
the bandlimiting operator. The spikes are separated by 2 zeros. This function appears to be ”stably”
recoverable, but with noise magnification errors which are much higher than the example where the
spikes are separated by 3 zeros.

Example 3: We will now investigate whether or not a non-sparse signal can be recovered reliably, if
it has a energy ratio (23) which is comparable to the examples above. We used the signal in Example
1, but made it non-sparse by adding a small constant to it. While this makes it non-sparse, its energy
ratio (23) only increases slightly ( from .40 to .44 ). The results are very interesting, both numerically
and visually.

Numerically the mean errors from 1000 trials at SNRs of 102,103, and 10, are respectively .31, .21,
and .17. This indicates that the noise amplification did not scale linearly, but rather began at 31,
increased to 210, and finished at 1700.

Nevertheless, by all appearances, Figure 4 shows that the spikes are approximated rather well.
The error is primarily in approximating the low constant value. Thus the interesting content of the
signal is still recovered.

Figure 4: The above example was tested to see if essential sparsity, i.e. a sparse signal plus a small
positive constant, shares the results of linear noise amplification with the sparse signals. The results
suggest that the noise amplification does not scale linearly with the noise, even with only this small
constant added to the sparse function. The visual results, however, suggest that most of the error
which does not scale was can be attributed to the small constant value. Useful visual results were
obtained at all SNR levels.

Example 4: In this example we investigate the stability of recovering a function s which is not sparse
in the sense of [6], and whose energy ratio is not as low as the other examples. The outcome of one
recovery is illustrated in Figure 5. Although this function is not sparse in the sense defined in [6],
there are large, well-distributed regions which are zero in the function. In addition the energy ratio
(23) is .80, further from the bound .25 than the spike examples which give .4. There is still significant
high frequency energy in the function, as is illustrated by the difference between the low frequency
component and the function in Figure 5.
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We begin with an SNR of 100, and the recovery is once again relatively stable, although not as
stable as the more sparse examples. The outcome of the Monte Carlo study shows a relative mean
error of .35 at SNR = 100, which implies that the noise is magnified by a factor of 35. While this error
is still quantitatively large, examination of the results in Figure 5 show that the qualitative nature
of the signal is recovered relatively well. When we increase the SNR to 103 the relative mean error
decreased to .23. The noise magnification factor is now a very large 230. We then increased the SNR
to 10* and found that the relative mean error only decreases to .16, and the magnification factor
increases to 1600. A final test at a SNR of 10° shows a decrease in the average error to .12, which
implies that the noise magnification is a whopping 12000.

This experiment indicates that the recovery of functions which are not sparse in the sense of [6],
and not close to the error bound (23), appear to give rise to inverse problems in which the errors do
not depend linearly upon the noise level. At the same time, recovery via the solution of the related
optimization problem still yields useful results.

Example 4 and Example 3, yield comparable results, even though Example 3 has a much lower
energy ratio (.4 versus .8). While this may seem to contradict the thesis that the energy ratio is an
indicator of stability, we must point out that Example 3, has no non-zero terms, while in Example 4
there are significant regions in which the signal is zero. We will now examine the results from this
signal when a small constant is added to it, as in Example 3.

Figure 5: We conducted a Monte Carlo test on above signal, which is not sparse in the sense of [6].
The results show that although the errors do not scale linearly with the noise level, useful results were
obtained with reasonable SNR levels. This is reflected in the recovery of the major “spikes” were
recovered, even though the small constant value was not recovered well at all.

Example 5: After adding a small constant to the signal of Example 4, we ran the experiment at
SNRs of 102,103, and 10* and obtain average errors of .58,.38, and .32. The energy ratio increases
from .95 to .96. We now recognize that the average error of recovering this signal is .32 at an SNR of
10°, while the average error of recovering the signal in Example 3 was .31 at an SNR of 100. Thus the
signal in Example 3 seems much easier to recover. This is as predicted, since the signal in Example 3
was non-sparse but had a lower energy ratio than this signal, which is non-sparse with a high energy
ratio.

Discussion The examples above give us some insight into our three questions. We will now restate
the questions, and conjecture answers.

1. When we recover the functions from their low frequency components, do the estimation errors
scale linearly with the noise level? The first two examples are sparse, and seem to scale linearly;
the second two examples are not sparse, and correspondingly, the errors do not scale linearly
with the noise. Thus it would seem that sparsity will be required for linear scaling of errors.
This sparsity requirement is less restrictive than that of [6].

2. If the noise level scales linearly, what is the NAL, and does there seem to be a relation to the
ratio (23), or sparsity? In the first two cases, the example with non-zero points separated by 3
zeros has a NAL of 8, and that with only 2 zeros separating nonzero points has a NAL of 40.
Thus the level of sparsity seems to effect the NAL.

3. If the noise level doesn’t scale linearly, is there a noise level at which interesting and somewhat
reliable results can be attained? The last three examples suggest that interesting and useful
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results can be obtained, even if the noise levels don’t scale linearly. The signal in Example 3 is
non-sparse, but with a low energy level. This signal seemed to be recoverable with approximately
the same accuracy as the signal of Example 4, which has significant areas which are zero, but
has a much higher energy ratio than that of Example 3. Example 5 has a high energy ratio (23),
and no zero terms, and as a result was the most difficult to recover.

The conclusion of these numerical studies suggests that the energy ratio of a signal affects the
ability to recover the signal from its low frequency components. This effect is the opposite of what
might be expected from typical linear inverse theory, however. The more high frequency signal that
there is to be recovered, the more stable the recovery will be. In addition to the energy ratio, sparsity
plays a big role in the stability of these inverse problems.

3.2 Partial factorial analysis

A 2F factorial design is a particular designed experiment. In such a situation, the experimenter is
interested in the effect of k£ different factors on the yield of a particular process. Each of the factors
may be set at a high or low level, resulting in 2* different experimental conditions. A typical sort of
example (cf. [2], Chapter) is a wheat farmer interested in the effects of combinations of weed killer,
sunlight and fertilizer on her plants. We imagine that each of these three factors can be administered
at either a high or low level. Each combination corresponds naturally to an element of (Z/2Z)3. The
experiment is carried out at each of the eight combinations some number of times (the replication
number) and the plant height is measured. The average yield at each combination then gives an
function in L?((Z/2Z)3). Standard ”factor analysis” of such data is precisely the corresponding Fourier
analysis. The projections may be grouped in a hierarchical manner. The "main effects” are determined
as the difference in average yield obtained by holding a given factor high and then averaging over all
possible combinations of the remaining factors and then subtracting the average obtained by fixing the
same factor to be low. ”Two factor interactions” measure analogously the interactions of factors taken
two at a time, similarly for higher order interactions. These projections also have interpretations as
least square estimates for the coefficients in various models for such data.

In general there are (7’;) m-factor interactions with m = 0 denoting the overall average yield (the
projection onto the trivial representation) and m = 1 giving the main effects. Again, since for each
irreducible representation x of (Z/2Z)* we have y ® X = 1, we have the following specialization of
Theorem 2.3:

Theorem 3.3 Let f: (Z/2Z)" — C, f >0, be data from a 2% factorial design. Let 0 < m < k. Let
| |2, denote the energy contained up to and including the m* order interactions. Then

1

2
s

I£117 >

3.3 Partial spectral analysis of ranked data

The previous examples are both classical applications of Fourier spectral analysis on abelian groups.
From a group theoretic point of view, these are situations in which we are interested in a decom-
position of the data vector as a sum of projections onto eigenvectors for a natural symmetry group
for the data. For an abelian group, this is equivalent to the projection onto the subspaces spanned
by vectors consisting of the different irreducible characters, or equivalently, the distinct irreducible
representations. As Diaconis first pointed out (cf. [5] for many references as well as [18]) in cases

17



in which the domain of the data has a nonabelian symmetry group, this sort of generalized spectral
analysis approach still makes sense.

A favorite example is ranked data. Respondents are given a list of n items (eg. movies, restaurants)
and asked to rank them in decreasing order of preference. In this way, each respondent picks a
permutation of the original list, i.e., an element of the symmetric group on n elements, denoted S,,.
After all respondents are surveyed, the resulting data is an integer-valued function on .S,,, whose value
at a permutation 7 is the number of respondents choosing ranking 7.

Spectral analysis proceeds by computing the projections of the data onto the various isotypic
subspaces of the regular representation. The irreducible representations of S,, are indexed by the
proper partitions of n.! For each such partition A we have a permutation action of S,, on the ordered
partitions of the set {1,...n} into blocks of sizes A1,..., Ay respectively with

m({ar,...,an } oo {an—x,, - an)) = {m(ar), ..., m(axn)}, - AT (@n—x,)s - - m(an)}).

Each such partition of the set {1,...,n} is called a tabloid of shape A. These representations are
in general reducible, but contain a uniquely determined irreducible subspace (Specht module) which
is the irreducible representation associated to the partition A\. The books [13, 10] are tremendous
resources for the subject.

To give some flavor of the spectral analysis, the partition (n—1, 1) corresponds to the representation
which computes the “first-order effect” of how popular, or unpopular a particular choice is (the number
of times item j was ranked in position k); the partition (n — 2,1,1) computes an “ordered second-
order effect” of how often a given pair 4, j were ranked in positions [ and m respectively; the partition
(n — 2,2) computes an “unordered second-order effect” of how often a given pair i, j were ranked in
positions [ and m, with no concern for order. The interpretation of other partitions generalizes this
sort of approach. The paper [4] works out a complete example, using the the real data of an American
Psychological Association vote.

In analogy with the previous example of factorial designs, it is natural to ask for the percentage
of energy contained in the Fourier transforms at the representations whose partitions have a bounded
number of parts. The number of parts can be thought of as the number of coalitions that we take into
account. A careful application of Theorem 2.3 requires a detailed understanding of the decomposition
of the tensor products of irreducible representations. This is a difficult problem in general (see [10],
page 61, ex. 4.51) , but we are able to obtain some bound by making use of the following simple
standard result.

Theorem 3.4 [see [13], page 97, Lemma 2.9.16] For any partition X of n, let gy denote the permu-
tation representation of S, on tabloids of shape X. Then

Mo @Ng =Y 1M
A

where X\ = (\ij) is such that the \;j are nonnegative integers with
Z /\ij = O and Z )\ij = ﬂl
i J

To apply Theorem 3.4 we use two simple facts (see eg. [13]). The first is that for each irreducible
representation py of S, the corresponding contragredient representation is equivalent. This follows
directly from the fact that the characters are all real-valued. The second fact is that the permutation
representations 7y only contain those irreducibles p, for those partitions o that majorize A. These
two facts (along with Theorem 3.4) allow us to compute T'(S) for some special cases.

'A proper partition A = (A1,..., Ax) of n is such that (1) > A; =n and (2) A1 >+ > A\g > 0.
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Theorem 3.5 Let d? divide n and let S be the set of all partitions of n with at most d parts. Then
T(S) is the set of all partitions with at most d* parts.

To give one simple application of this, suppose that n is divisible by 4. Then S is the set of all
partitions of at most two parts, and 7'(.S) is all partitions with at most 4 parts. Also,

-1 ()2

This gives us a bound on the information in coalitions into at most 4 groups.

4 Band-limited functions on compact groups

The technique of proof of Theorem 2.3 can be extended to the realm of compact groups, provided we
limit ourselves to the band-limited case. In fact, the original problem can be recast in this light. Let
our data vector f = (f(0),..., f(2N —1)) be viewed as equispaced samples of a function f : S' — C,
so that f(k) = f(3—) (with the circle identified with the unit interval). In general, the Fourier
expansion of f is given by
£ = 3 Fpeie (26)
leZ

where

f = [ soertar (27)

Suppose now that f(I) =0 for |I| > N. In this case we say that f is band-limited with bandwidth
N and there is a quadrature rule or sampling theory for f. That is to say that the Fourier coefficients
of any band-limited function can be computed from only a finite set of samples,

2N—-2 1 Lk p )
I _ —2mikl/(2N -1
=3 sy (v )¢ (28)

where the factor qu should be viewed as a (constant) weight function with support at the equispaced
points {ﬁ}iﬁf

Thus, Theorem 2.5 can also be recast as a statement about the energy in the low frequency of a
band-limited nonnegative function on the circle.

In fact, recent work of D. Maslen [15, 16] derives a theory for any compact group completely
analogous to the case of band-limited functions on the circle. We now give a simplified version of his
work and show how we may use the sampling theory for band-limited functions on a compact group
to derive a generalization of Theorem 2.3.

Recall that the representation theory of compact groups differs little from that of finite groups
with the caveat that inner products now become integrals instead of summations. In particular, the
irreducible representations of a compact group G are all finite dimensional, and any square-integrable
function f (with respect to Haar measure) has an expansion in terms of irreducible matrix elements

dy
F=3 % FORTh (29)

AEA j k=1
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where T denotes an irreducible representation of degree dy < oo, A is a countable set and the implied

~

convergence is in the mean. The Fourier coefficients {f());x} are computed by

~

FOjk = da(f, Th) = dy /G (@) T (x)de (30)

where dz denotes (the translation-invariant) Haar measure. Convolution for functions in L?(G) is as
in the finite case with

fohly) = [ S Hh(@)da (31)
with e L
frh(A) = F(A)R(A) (32)
where f ()\) denotes the entire matrix of Fourier coefficients for representation 7. The book [22] is an
excellent reference for the theory and includes many, many examples.

There is a natural definition of band-limited in the compact case, simply corresponding to those
functions whose Fourier expansion has ony a finite number of terms. However, a general notion of
low or high frequency is a bit more problemmatic. We present here the simplest version of Maslen’s
theory, whose full exposition requires some familiarity with the theory of filtered algebras (cf. [16] for
details).

For our purposes, the following notion of band-limit (see [17]) will suffice:

Definition 4.1 Let R denote a complete set of irreducible representations of a compact group G.
Suppose that
R = szonb (33)

such that
o [1]|Ry| < o0 for all b > 0;
o [2] by < by implies that Ry, C Ryp,;
o [3] Ry, @ R, C spang Ry, +b,-

We call the decomposition (33) a system of band-limits on G.
Let f € L*(G) and suppose that {Ry}p>0 is a system of band-limits on G. Then we say f is
band-limited with band-limit b if f(T}),) = 0 for all X ¢ Ry,

Examples. 1. G = S'. Then let R, = {x; : || < b} where x;(z) = 2. Then x; ® xx = Xj+x and
the corresponding notion of band-limited (as per Definition 4.1) coincides with the usual notion.

2. G = SO(3). In this case the irreducible representations of G are indexed by the nonnegative integers
with V) the unique irreducible of dimension 2\ 41 (see eg. [22], Chapter IX). Let Ry = {V) : A < b}.
Using the well-known Clebsch-Gordon relations

A1+A2
VW@W,= > (34)
J=1A1 =]

we see that this is a system of band-limits for SO(3). Notice that when restricted to the quotient
S2 =~ S0(3)/SO(2), band-limits are described in terms of the highest order spherical harmonics that
appear in a given expansion.

For our purposes, the importance of developing the band-limited theory is that in this case there
exists a sampling theory or quadrature rule that allows the Fourier coefficients to be computed exactly
as finite sums.
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Theorem 4.2 ([15]) Let G be compact with a system of band-limits {Rp},. For any band-limit b,
there exists a finite set of points X, C G such that for any function f € L*(G) of band-limit b,

F@) = f@)Th(z)w(z) (35)
zeXy

for all A € Ry and some weight function w on Xp.
We can now state our final theorem.

Theorem 4.3 ([15]) Let G be compact with a system of band-limits {Rp}p. Furthermore, assume
that Ry is closed under taking contragredients. (In particular, notice that this is true for the examples
of St and SO(3).) Let f € L*(G) be nonnegative and of band-limit B and let b < B/2. Then

2
1713 . [Drerh]
12— M(S)
where ||f|y is the length of the projection of f onto the irreducible matriz elements in Ry, M(S) is

the mazximum multiplicity that occurs in the irreducible decomposition of Ry ® Ry and wpmae S the
mazimum weight among {w(x)}zex.

Winaz (36)

Proof: By restricting ourselves to the band-limited case, we can adapt the proof of Theorem 2.3 as
follows. . B
Define f¢ as f¢ = f % f where f(z) = f(x~!). By definition,

fo(z) = Joflza™)f(x)dx
= fgf(xz”)f(:c)dx. (37)

By (31) R
fela) = fla)f(a)
= J@)'f(a) .
so that
([ Xa) = <fC7T1i1+"'+T(i,da>
= Yxlfl@)nl®- & (39)
I£112.

As before we now consider (f€¢, y, ® Xp) where x; = > aeRr,- Suppose that

Xb®@Xo = Y, NaXa-
aERy

Thus, on the one hand

<fc7 Xb & %> = <fc7 ZaGRb naXa>
< (maxg ng) ZaE'sz Hf”i
On the other hand,
(fxv@xn) = Jof@)|()de
= Jo oy o) xp(ag 7)o
= Yaex [z @) xp (g ) P(x)
> fo(id) | xp(id) Pw(o)

where
w(zo) = mazgexw(z).

2
Noting that f<(id) = || f||3 and |x,(id)|?> = (ZaeRb da) concludes the proof.
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5 Final remarks

There remain several open questions suggested by this work:

1. Further extensions. Recall that the original Erdos theorem can be interpreted as a statement
about the spectrum of a certain class of nonnegative functions on Z. It would be interesting if similar
theorems could be obtained for other discrete groups, noncompact groups, or even if a fuller theory
for compact groups could be developed.

2. Tight bounds. Can examples akin to that constructed in Section 2.4 be constructed for general
noncommutative groups to show the bounds of Theorem 2.3 to be sharp?

3. Sparsity-energy concentration relation. Can Theorem 3.2 be improved upon? Is there a
deeper connection between sparsity and energy concentration?
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