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Abstract Mobile ad hoc networks typically use a com-
mon transmission power approach for the discovery of
routes and the transmission of data packets. In this paper
we present PCQoS; a power-controlled Quality of Service
(QoS) scheme for wireless ad hoc networks which builds
QoS mechanisms for specific applications that wish to trade-
off better QoS performance for sub-optimal paths. PCQoS
allows selected flows to modify their transmit power as a
way to add and remove relay nodes from their paths in order
to coarsely modify their observed application QoS perfor-
mance. We present simulation results and show that PCQoS
can be used to provide coarse control over traditional QoS
metrics (e.g., delay, throughput). To the best of our knowl-
edge the PCQoS protocol represents the first attempt to use
variable-range transmission control as a means to provide
QoS differentiation to applications in wireless ad hoc net-
works.
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1 Introduction

The impact of transmission power control on network
throughput has been widely studied in the literature in the
context of cellular networks [12, 25], and more recently in
the case of Wireless LAN (WLAN) and wireless ad hoc net-
works [2, 13]. The later analysis focuses on the maximum
capacity of the network as a function of the transmission
range, node density, and average distance between source-
destination pairs. In [13] the authors show that the end-to-
end throughput available to each node is O(ﬁ) for random
traffic pattern where n is the number of nodes.

One of the main QoS trade-offs involved in a wireless
ad hoc network is related to the average number of times a
packet is forwarded versus the average number of interfering
nodes per attempted transmission. Increasing the transmis-
sion range reduces the number of times a packet needs to
be forwarded by intermediate nodes to its final destination.
However, increasing the transmission range increases chan-
nel contention every time a node attempts to transmit, thus,
increasing transmission delays. An inverse trade-off applies
when the transmission range is reduced. In [13] it is shown
that reducing the transmission range is a better solution in
terms of increasing the traffic carrying capacity of wireless
ad hoc networks. The analysis presented in [13] and [28]
only considers the physical capacity of the network, and not,
the inefficiency of the MAC protocol used to transport data
on top of the physical network. Unfortunately, MAC pro-
tocols used in wireless ad hoc networks provide only lim-
ited performance in particular those protocols developed for
shared medium access like CSMA [27].

It is widely known that IEEE 802.11 is not the best MAC
protocol for multihop wireless ad hoc networks [27], and
this results in lower throughput and increased end-to-end
delays experienced by applications [2, 8]. This problem is
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emphasized by the fact that an approach where all nodes use
the same common-range for all control and data transmis-
sions exhibits a poor spectral reuse footprint (i.e., number
of simultaneous transmissions that can take place in the net-
work). A node transmitting a packet to another node in close
proximity must transmit Request To Send/Clear To Send
(RTS/CTS) packets with the common agreed transmission
range (usually a higher power than the minimum power nec-
essary to reach the target destination) for correct operation
of the MAC layer. However, this transmission will “lock’ an
area limited by the sensing range where no other transmis-
sion can take place. As a result, there is an inherent space
wasted in each transmission by holding to a common-range
transmission approach.

Power control has had a limited use in existing IEEE
802.11 radios which has become a de-facto standard in wire-
less ad hoc networks. In fact, most IEEE 802.11 radios are
usually configured to use the maximum transmit power (e.g.,
maximum transmission range) available to them. Recently,
there has been a push by the research community to explore
power-controlled IEEE 802.11 based MAC:s. In these works,
however, performance metrics such as throughput decreases
when reducing the transmission power. These results are in
contrast to theoretical results found in [13] and [9]. While
the basic IEEE 802.11 standard does not exhibit good QoS
performance in wireless ad hoc networks, there are several
proposals around the IEEE 802.11 standard that are cus-
tomized for higher spectral reuse, and therefore, increased
performance in single and multihop ad hoc networks. In the
next section, we review these proposals and show how they
can provide the foundations for power controlled differenti-
ated services in wireless ad hoc networks.

The goal of this paper is to study the interplay between
power control and the observed QoS delivered to applica-
tions for wireless ad hoc networks. Based on the results
from this study we propose the Power Controlled QoS tun-
ing (PCQoS) protocol to capture this power/QoS trade-off
for applications that want to tradeoff better QoS perfor-
mance at the expense of adding intermediate hops in their
paths/routes.

The specific contributions of this paper are as follows.
We review several proposals around the IEEE 802.11 stan-
dard targeted to achieve higher spectral reuse [22, 23, 26]
for single and multihop wireless ad hoc operations, and
show how these protocols can be used as the foundation
for power controlled differentiated services in wireless ad
hoc networks. Next, we propose, design, implement, and
evaluate PCQoS, which is capable of trading off applica-
tion QoS and power control in wireless ad hoc networks.
To the best of our knowledge, PCQoS represents the first
routing scheme that integrates control algorithms to real-
ize this Power/QoS trade-off in wireless ad hoc networks.
PCQoS can also be used to establish a set of differentiated
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service classes in wireless ad hoc networks. For example,
wireless ad hoc networks could offer two types of service
classes to devices/applications: (i) a gold class, which at-
tempts to improve the throughput and delay observed by
applications/devices; and (ii) a best effort class with poten-
tially poorer throughput and delay. PCQoS offers a num-
ber of strategies and policies that make different service
classes simple to implement. Under such a regime, applica-
tions that need preferential throughput or have delay con-
strains would subscribe to the gold class, while all other
applications would use the default best-effort class. Such
a partitioning of applications in power controlled wireless
ad hoc networks represents a new direction. We argue that
future wireless ad hoc networks would need to provide ser-
vice differentiation to possibly different classes of applica-
tions. These applications are yet to emerge but we anticipate
that existing applications such as real-time streaming and
transactional data applications would benefit from wireless
ad hoc networks built on PCQoS techniques.

The structure of this paper is as follows. Section 2
presents an overview of MAC protocols targeted to achieve
higher spectral reuse in IEEE 802.11 based networks. A de-
tailed discussion of the motivation behind PCQoS is pre-
sented in Sect. 3. In addition, the detailed design of PC-
QoS is also presented. Section 4 explains how PCQoS can
dynamically add and remove relay nodes in selected flows.
Following this, we study the performance of PCQoS using
the ns-2 simulator in Sect. 5. Related work is discussed in
Sect. 6. Finally, we present our conclusion in Sect. 7.

2 Higher spectral reuse in IEEE 802.11

One of the main drawbacks of the IEEE 802.11 MAC is
that it requires that all nodes in the network use a common
agreed transmission power for transmission of control and
data packets. In what follows, we describe several propos-
als made around the IEEE 802.11 standard that removes this
limitation providing an increased spatial reuse. We refer to
these MAC proposals as Space-Reuse CSMA (SR-CSMA)
in the rest of the paper.

The two main principles governing the design of SR-
CSMA MAC protocols are [23]:

(1) power conservation principle, which dictates that each
source must transmit using the minimum transmission
power necessary to reach the intended receiver; and

(ii) cooperation principle, which dictates that no source that
initiates a new transmission can disrupt on-going trans-
missions by transmitting too “loud”. An example of the
operation of SR-CSMA is presented in Fig. 1.

One of such protocols is the power controlled media ac-
cess protocol (PCMAP) [23]. PCMAP uses two separate fre-
quency channels for its operation. One channel is used for
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Fig. 1 We show the operation of SR-CSMA MACs by a way of an
example. In this case nodes A and C are going to transmit to nodes B
and D, respectively. When a fixed common transmission power is used
(dotted circles), only one transmission can take place at a time since
the other transmission will sense the medium busy and wait for an-
other opportunity to transmit. When nodes reduce the power to just the
minimum necessary to reach the intended destination (solid circles),
both transmissions can take place simultaneously

data traffic while the other channel is used for signaling. The
packet exchange on the data channel uses a request-power-
to-send (RPTS), acceptable-power-to-send (APTS), DATA-
ACK packet handshake, which is similar to the RTS-CTS-
DATA-ACK sequence used in IEEE 802.11. The purpose of
the RPTS-APTS exchange is similar to the RTS-CTS, ex-
cept that its purpose is not to force hidden terminal to back
off. Rather, it is to let source and destination nodes compute
the minimum transmission power to communicate with each
other (the power conservation principle). In PCMAP, active
receivers advertise a periodic busy tone on a signaling chan-
nel to other potential transmitters including their maximum
tolerance to admit extra noise (i.e., interference). A node in-
tending to transmit a packet must first sense the busy tone
signal on the signaling channel. If a busy tone exits, then
the node adjusts its transmission power such that it does not
disrupt on-going transmissions prior to establishing a com-
munication with its intended receiver (the cooperation prin-
ciple).

Another example of SR-CSMA is the Power Saving
MAC Protocol presented in [26]. This MAC takes advantage
of power control techniques to reduce interferences among
transmitters in order to increase the spatial reuse in the net-
work. Based on the concept of Maximum Independent Set
(MIS), this MAC allows for as many simultaneous transmis-
sion pairs as possible. The Interference Aware (IA)-MAC
presented in [22] is yet another example of SR-MACs. [A-
MAC is quite similar to the PCMAP protocol except that [A-
MAC does not use an additional control channel for signal-
ing. A different approach to increase the number of simulta-

neous transmissions in the network can be achieved by dy-
namically controlling the carrier sensing threshold [17, 29].

Performance results shown in [22, 23, 26] indicate that
these MAC protocols allow for a greater number of simulta-
neous transmissions than IEEE 802.11 (i.e., higher capac-
ity) by reducing the transmission power to the minimum
levels necessary to guarantee a successful reception by the
intended destination. The benefits of using these protocols
over IEEE 802.11 increase as the traffic becomes more lo-
calized (e.g., when nodes communicate with other nodes in
their neighborhood only).

A negative property of SR-CSMA MAC protocols is that
they favor short-range transmissions over long-range ones
under high traffic loads. We highlight this observation be-
cause it is this unfairness what we use to our advantage in
the PCQoS discussed in Sect. 3 in support of QoS differen-
tiation. As an example, we implemented PCMAP in a net-
work simulator in order to first understand this unfair behav-
ior, and then experiment with PCQoS.

Figure 2 shows the performance of PCMAP. There are
400 nodes in a 500 x 500 meter network with 100 flows,
each one of them sending 512-byte packets for 10000 sec-
onds of simulation time. Only 1 hop exists between source
and destination nodes for a connectivity range of 250 meters
(complete details of the simulation settings can be found in
Sect. 5). Each source selects a destination at random within
its 250 meters maximum range. Figure 2 shows the fraction
of total packets received by destinations over five distance
ranges (viz. 0-50, 50-100, 100-150, 150-200, and 200-250
meters, respectively) from their associated sources (we use
the same 5 intervals used in [23] for comparison), which
transmit either 1 or 16 packets per second. A fair MAC pro-
tocol would result in a linearly increasing number of pack-
ets transmitted at each range since the number of receivers
at each range increases by 27 r, where r is the distance sep-
arating source-destination pairs. In Fig. 2, we can observe
that for a lightly loaded network (i.e., 1 packet per second)
PCMAP supports fair behavior because the fraction of pack-
ets received increases linearly with range. In the case where
the network operates under heavier traffic conditions, the
fraction of the packets sent over longer distances decreases
due to the unfair behavior of SR-CSMA MAC:s. This unfair-
ness is the result of applying rule number 2 of SR-CSMA
MAGCs, which dictates that no source that initiates a new
transmission can disrupt on-going transmissions by trans-
mitting too “loud”. For long-range transmissions it is un-
likely that they get an opportunity to transmit in the presence
of short-range transmissions in their neighborhood.

In Table 1 we show the number of flows and the unfair-
ness factor (normalized to 1 for flows in the 200-250 meter
range) over each range used for the same network setup as
shown in Fig. 2. The unfairness factor in this case expresses
the transmission opportunities to destinations located within
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Fig. 2 PCMAP: fraction of T
packets sent to each range and

traffic load

—— 100 flows, 1 pkt/sec
—&— 100 flows, 16 pkt/sec

Fraction of packets sent to range

0.1

1 1 1

Table 1 Throughput unfairness of PCMAP

Range [meters] Number of flows Unfairness factor

0-50 3 %23
50-100 14 x 10
100-150 19 x7
150-200 28 x3
200-250 36 x1

different transmission ranges. For example, each of the 19
destination nodes located within the 100-150 meter range
from their respective sources has 7 times more transmission
opportunities than any of the 36 destinations located within
the 200-250 meter range from their respective sources. An
extreme example of this unfairness phenomena exhibited by
PCMAP is reflected in that any of the 3 destinations located
within the 0-50 meter range have 23 times more transmis-
sion opportunities than any of the 36 destinations located
in the 200-250 meter range. These results best illustrate the
inherent unfairness of SR-CSMA protocols.

The inherent unfairness toward long-range transmission
is not specific to PCMAP, but is a common behavior of SR-
CSMA MAC protocols that provide higher spectral reuse
in the network. Counter-intuitively, we use this unfairness
as the basis for providing QoS service differentiation in
wireless ad hoc networks. The intuition is as follows: if we
break a long-range transmission into shorter-range trans-
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missions, then we can likely increase the transmission op-
portunity of the resulting shorter-range transmissions, im-
proving the end-to-end QoS observed by a particular flow.
This goal can be achieved by adding relay nodes between
source-destination pairs. Such approach, however, could be
detrimental to other flows and to the overall capacity of the
network to carry traffic as we will show later in Sect. 5. In
what follows, we study this tradeoff that we call “PCQoS”
and discuss its benefits and drawbacks in detail in the next
section.

Without this unfairness toward long-range transmissions
exhibited by SR-CSMA MACs, adding relay nodes to a
flow/path would simply degrade the throughput and delay
performance observed, impacting other flows in the network
[10]. We will use the term redirector instead of relay node
to differentiate while adding intermediate hops in links that
otherwise can communicate directly. The availability of SR-
CSMA MAC:s on the other hand provides a window of re-
search opportunities into the design of systems that can tar-
get higher spatial reuse, QoS differentiation, and possibly
energy-savings in multihop networks. We study these issues
and open questions in the following sections.

3 PCQoS: realizing the QoS-power trade-off

In the previous discussion, we hinted as the possibility of
breaking long-range links into various shorter-range links
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Fig. 3 Packets received vs 6 T
number of redirectors

Received Pkts/sec

| | 1 1

as a way to tune application layer QoS. Now we consider
building QoS mechanisms for specific applications that wish
to trade-off better QoS performance. This tradeoff, to the
best of our knowledge, has not been discussed in the wireless
ad hoc literature.

Figure 3 shows the advantages and drawbacks of adding
redirectors to a route while using SR-CSMA MACs. The
simulation settings are the same as in Fig. 2 except that here
one of the 36 flows in the 200-250 meter range was broken
into shorter range links by adding redirectors between the
end nodes. For the one redirector case, the forwarding node
was chosen to be in the mid-point between the end nodes.
For the 3 redirector case, the 3 forwarding nodes were po-
sitioned approximately at equal distances between the end
nodes and so on. At first, adding one redirector increases
end-to-end throughput by almost 1000% compared when
no redirectors are added. Having three redirectors increase
performance by only 21% compared with the one redirec-
tor case. For 5 and 7 redirectors performance begins to get
worse. After observing this behavior we can identify two
operational zones of PCQoS in Fig. 3, a stable left-hand
zone where the addition of redirectors translates into bet-
ter QoS performance due to the unfairness of SR-CSMA
MAC:s toward long-range flows, and an unstable right-hand
zone, where performance gets worst. The later behavior hap-
pens because of the presence of many short-range links com-
peting against each other for accessing the channel, which

3 4 5 6 7
Number of Relay nodes in test flow

translates into larger contention delays. It is important to
mention that the shape of Fig. 3, and even whether or not
the addition of redirectors results beneficial depends on the
particular settings of the network. As it is explained later in
the evaluation section, factors such as node density, connec-
tion density and offered load per connection actually shape
the behavior of Fig. 3.

When enabling the addition or removal of redirectors to
achieve some coarse QoS control, we need to pay partic-
ular attention to which flows add or remove redirectors in
order to assure “stable” and meaningful operations for the
wireless network as a whole. Allowing all flows to add or
remove redirectors may result in an unstable solution (right-
hand zone of Fig. 3) where each flow attempts to opti-
mize its own QoS constraints at the same time. We call this
phenomenon the domino effect. The domino effect can be
seen as the global impact of a local greedy strategy by a
node/application/user.

In order to control the impact of the domino effect in
the network, it is necessary to limit the number of adding
or removing redirector operations in the network. The sim-
plest way to accomplish this objective is to limit the num-
ber of flows that are allowed to add or remove redirec-
tors. For example, gold flows can have such control to opti-
mize their application performance while normal users can-
not. This policy essentially differentiates between the pop-
ulations of nodes/users/applications in the network. Such
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a policy would help to limit the number of gold service
users by an ISP in order to support the differentiated ser-
vice quality over the normal users. PCQoS is motivated by
this model. In PCQoS, we propose that only a subset of
flows/applications/users is given the capability of adding or
removing redirectors. Flows with the flexibility of adding or
removing redirectors in this manner would be more sensitive
than other flows in terms of their QoS requirements. For ex-
ample, some applications may be transmitting rate-sensitive
information such as low-rate audio or important alarm mes-
sages, while other applications may be transmitting delay-
insensitive information such as local temperature measure-
ments as in the case of sensor networks. More specifically,
lets define “gold” for flows (high priority) that are QoS sen-
sitive and “normal” (low-priority) for flows that tolerate best
effort QoS. Separating flows using different priorities is not
a limitation of PCQoS, but a common property of protocols
that attempt to improve the average performance of a cer-
tain set of flows in detriment to others, as is the case of the
DiffServ model discussed in the IETF [7]. As we will see
later in the evaluation section, in case all flows become gold
flows in PCQoS, performance continues to be optimal, but
without QoS differentiation, similar to DiffServ.

3.1 Protocol description

PCQoS is defined by the monitoring and control phases.
During monitoring periods, gold flows monitor the con-
tinuous flow of packets from their respective sources and
may decide to take QoS Power-control actions or not based
on a user/application specific policy. During the control
phase, redirectors can be dynamically added or removed

Fig. 4 PCQoS operational

cycle metric

]

PCQoS cycle

from routes of gold flows. Positioning redirectors is con-
cerned not only with adding or removing redirectors from
the network path, but also with the location where redirec-
tors are positioned in relation to gold flows.

Figure 4 illustrates the operational cycle of PCQoS. In
this figure, we show an example trace of the performance
behavior for a QoS metric (e.g., throughput, delay, etc.) for
a “hypothetical flow” over time. The PCQoS cycle has active
and passive operational periods. During active periods, gold
flows can add or remove redirectors from their paths in order
to coarsely modify their QoS/power performance trade-off.
Different gold flows may have different QoS/power policy
objectives. However, there are several base policies that gold
flows must obey while adding or removing redirectors in or-
der to assure the stable operation of the wireless network
(we will explain these baseline policies later). By a stable
network we mean a situation where a user/flow/application
may trigger the addition of one more redirector to its orig-
inal link, only if by doing it, the performance of a certain
metric improves by a certain minimum margin. After a gold
flow finishes adding or removing redirectors from its path,
it moves into a “passive” operational mode for an interval
when no redirectors can be either added or removed even if
during that interval the observed QoS performance changes.
The motivation for having active and passive periods in PC-
QoS is to make unlikely that two gold flows in the same
neighborhood add or remove redirectors from their paths at
the same time. The duration of active and passive intervals
is discussed below.

Active intervals are composed of several monitoring and
control periods. Figure 4 focuses on one active interval for
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passive
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further elaboration. A destination node monitors the perfor-
mance of a metric (e.g., end-to-end packet delay, through-
put, etc.) for a short period before a specific policy used trig-
gers the addition or removal of redirectors. The duration of
monitoring periods should allow for the reception of multi-
ple packets to compute the average value of the metric be-
ing measured or controlled. The duration of active periods
depends on the specific policy being used and may extend
over several monitoring/control intervals.

After a successful active period, a gold flow gets into pas-
sive mode and remains in that mode for some time before
moving into active mode again. In case a gold flow fails to
meet its QoS goals during an active period, it may be tempt-
ing for that flow to immediately get into active mode again.
However, doing so may create interference with other gold
flows in the neighborhood having a similar problem. When
two or more gold flows in active mode overlap in space, a
gold flow no longer controls its own QoS, as this is affected
by other gold flows adding or removing redirectors of their
own. This situation makes QoS metric readings to be unsta-
ble, thus making difficult for a gold flow to find the right
number of redirectors to meet its QoS goals. As a result,
there is a need to control the minimum interval gold flows
spend in passive mode. Short passive intervals may create
interference among neighboring gold flows, while long pas-
sive intervals may reduce the ability of a gold flow to re-
spond to changing network conditions. The number of over-
lapping, gold flows (Og F) can be approximated by:

Xoold A
Ocr ~ ’7 gold gold—‘ (1)
Atotal

where X4 is the number of gold flows in the network,
Agolq is the area of the network affected by a gold flow in ac-
tive mode (i.e., the area of the network limited by the sensing
range of the nodes belonging to a gold flow), and Ay is the
total area of the network. Let us define the average duration
of an active period as T,. We model the duration of pas-
sive intervals T, as a random variable uniformly distrib-
uted between [OgrTacr, 2(°¢F TV T, 1. This helps to reduce
the probability of two or more gold flows in the same neigh-
borhood having overlapping active periods. In case a gold
flow in active mode senses another gold flow adding redi-
rectors (this can be achieved by overhearing route-request
messages by other nodes), the gold flow passes to passive
mode immediately, then waits for a new random interval as
before.

3.2 Monitoring-control phase

In the design of PCQoS we consider the following metrics:
packet delay, packet throughput and transmission power.
However, other metrics could also be monitored depending
on a particular application/policy. Based on the monitoring

of one or more metrics, the receiver decides whether the ob-
served QoS/power performance is satisfactory based on the
user-specific policy being used, and may take further action
to modify the number of redirectors in its path during this
active period.

3.3 User policy

In PCQoS, gold users have no performance goals restric-
tions. What PCQoS does restrict on the other hand, are the
policies (e.g., mechanisms or rules) that gold users should
obey while attempting to reach their individual QoS and en-
ergy savings goals. These policies are necessary to limit the
inherent QoS degradation in the network resulting from the
addition of redirectors by gold users. In PCQoS we identify
two stable operational points or policies that are feasible:

e Normal: This is the default behavior of IEEE 802.11 or
SR-CSMA based networks without the addition of redi-
rectors (e.g., packets are transmitted directly between
source-destination pairs). However, applying no power
control means that long range flows in the SR-CSMA
MAC case will suffer degraded performance due to the
unfairness of the protocol.

e Metric Saturation Point (MSP): Under this policy gold
users are allowed to actively add or remove redirectors.
For instance, when bigger is better (i.e., throughput), we
define the metric saturation point, as the point where the
action of adding one more redirector to a path would not
provide any significant improvement in the performance
of a particular metric being controlled.

Definition Let M} be the value of the performance metric
being controlled after adding k redirectors to the route. As-
suming bigger is better, redirector k 4+ 1 will be added to the
route only if:

Mty > M (1+98) 2

where § is this predefined margin that makes worth the ad-
dition of one more redirector. The idea behind limiting the
number of redirectors is to limit the potential negative ef-
fect of adding more redirectors in terms of additional QoS
degradation observed by other flows (both gold and best ef-
fort flows) in the wireless network.

In PCQoS, gold flows are capable of adding and remov-
ing redirectors in order to achieve their QoS/power per-
formance tradeoff in a greedy fashion. We define the tar-
geted performance of such a flow as Metric'®$¢'. This tar-
get could be application specific, service class specific or a
default for all gold flows in the network. We define moni-
tored performance of supporting N redirectors in a path as
Metric’I”Ve‘”“red. During the monitoring-positioning periods,
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a gold flow will add or remove redirectors in order to bring
the observed performance Metric”,f,e‘”’”ed closer to the target
performance Metric®8. In all cases gold flows can add as
many redirectors as long as the metric saturation point pol-
icy described before has not been reached.

The performance of QOS metrics such as throughput or
delay could be improved by either adding or removing redi-
rectors, depending on the specific operational conditions in
the network. Under certain conditions the throughput and
delay performance may improve by adding redirectors due
to the unfair behavior of power controlled MAC (left-hand
of Fig. 3). However, in other network conditions remov-
ing redirectors could improve the throughput and delay per-
formance because less costly packet-forwarding (i.e., less
packet contention among redirectors in the path) takes place
(right-hand zone in Fig. 3). As a result, gold flows may
need to determine experimentally whether adding (adding-
search) or removing (removing-search) redirectors leads to
better QoS performance or not as the case may be. Con-
sidering that bigger is better (i.e., throughput), the algo-
rithms shown in Table 2 control the addition and removal of
redirectors during an active period determining this tradeoff
point.

It is important to note that even if a flow is able to reach
its target performance level during an active period, PCQoS
cannot guarantee that the performance level can be main-
tained during preceding passive operational periods. This is
because during these periods, other gold flows may attempt
to optimize their own performance metrics, thereby affect-
ing by some magnitude the QoS performance observed by
all other flows in the network, as is the case with the domino
effect.

4 Adding and removing redirectors

Until now we have been adding and removing redirectors
without actually explaining how these two operations can
take place in wireless ad hoc networks. In PCQoS we use the
Power Aware Routing Optimization (PARO) protocol to per-
form these operations [10]. PARO is a routing protocol that
operates above the link layer but below the network layer
capable of adding redirectors to split longer-range links into
various shorter-range links. Originally we tested PARO as a
way to reduce the overall transmission power consumption
in wireless ad hoc networks, however the very same proto-
col can be used in PCQoS to split long-range links/routes to
improve throughput and delay performance.

4.1 PARO

At first, the operation of PARO may seem counter-intuitive
because in the first iteration of PARO the source node com-
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Table 2 PCQoS operation

# Beginning of active period
# Currently N redirectors in the path
Adding-search {
if(Metricyees" ed - Metric'se'
begin passive interval
else {
©® add redirector
N ++
if(Metric/ieasured > Metric'arset)
begin passive interval
elseif(Metricie®ured > Metricie®sured (1 4 §)) {
goto © }
else {
remove redirector

begin passive interval }

}
Removing-search {
# Currently N redirectors in the path
if (Mezric’]'\’f‘”””d < Metric'sety {
0] remove redirector
N-—
if(Metricy " ed - Metric'se'y
begin passive interval
elseif(Metricy " ed Metric%eﬁ“r ed)
goto ©
else {
add redirector

begin passive interval }

municates with the destination node directly without involv-
ing any packet forwarding by redirectors. Any node capa-
ble of overhearing both source and destination nodes can
compute whether packet forwarding can reduce the trans-
mission power in comparison to the original direct exchange
between source and destination nodes. When this is the case,
an intermediate node may want to become a redirector and
send a route-redirect message to the source and destination
nodes to inform them about the existence of a better route in
terms of power efficiency to communicate with each other.

Definition Let SIR,,;, be the minimum signal to interfer-
ence ratio (SIR) at which a packet can still be received prop-
erly. If R; ; is the measured received signal power at node i
from a packet transmitted by node j at power 7}, and I; is
the local interference measured by node i then the minimum
transmission power for node j to communicate with node i,

in - Rij
T%", is such that =+ > S1 Ryin.
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Fig. 5 Redirect operation

Figure 5 illustrates how PARO operates. In this example,
nodes A, B and C are located within maximum transmis-
sion range of each other and, initially, node A communicates
directly with node B. Because node C is capable of over-
hearing packets from both A and B nodes, it can compute
whether the new route A<>C<>B has a lower transmission
power than the original route A<>B. More precisely, node C
computes that a route optimization between nodes A and B
is feasible if:

TR > a (T8 + T2 3)

The factor « in (3) and Fig. 5 restricts the area between
two communicating nodes where a potential redirector node
can be selected from. In Fig. 5, we show the equivalent re-
gion where a potential redirector can be located for o = 1
and o = 2. Similarly, we define the optimization percent-
age of adding a redirector between two other communicat-
ing nodes in a route, 7, as:

T+ 12
n=1- — pmin (4)
AB

We have shown the case where only one intermedi-
ate redirector node is added to a route between a source-
destination pair. The same procedure can be applied re-
peatedly to further optimize a route into smaller links
with the result of adding more redirectors between source-
destination nodes. Figure 6 illustrates an example of a
source-destination route comprised of five links with four
redirectors requiring four iterations for route convergence.
Figure 6 shows the route taken by data packets after each it-
eration and the intermediate nodes selected as redirectors af-
ter transmitting successful route-redirect requests. Figure 6
illustrates an initial route with one hop only, clearly the same
procedure can be applied between an arbitrary pair of links,
including the case of a route composed of multiple links or
hops which is the case of multihop ad hoc networks.

PARO optimizes routes one step at a time, thus it requires
several iterations to add more and more redirectors. The
word “iteration” refers to the event in which a data packet
triggers a node to transmit a route-redirect request for the
first time. As a result PARO will add redirectors as fast as
the transmission rate of data packets.

.
route~redirect o

route—reslirect . .

first iteration second iteration

four iteration
. *' D

./
S/’\/‘

. third iteration .

Fig. 6 PARO convergence

4.2 PCQoS and PARO

In order to support PCQoS redirector positioning we made
a modification of the baseline PARO protocol. The basic
PARO protocol adds as many redirectors to a route as pos-
sible. As a result, for PCQoS it would be necessary to add
control over the specific number of redirectors introduced
into the route.

Since more than one redirector can be added to a route
during one iteration, it is insufficient to send a signaling
packet requesting the addition of one redirector to the cur-
rent path. This would lead to ambiguous behavior because
it would not be clear which redirector, among all the poten-
tial redirectors found along a path in one iteration, offers the
best QoS performance. In the case of iteration 2 (in Fig. 6),
the redirector on the right-hand side is the one that should be
selected because it achieves a higher n compared to the redi-
rector on the left-hand side. We modify the baseline PARO
protocol in a manner where all potential redirectors found in
one iteration are first evaluated at either the source or desti-
nation points before a decision is made about which specific
redirector to select.

The operation of PCQoS is different to the baseline
PARO protocol in the actions taken after the reception of
a route-redirect request from potential redirectors. Recep-
tion of a route-redirect request by a potential redirector in
PCQoS does not trigger the immediate redirection of the
flow of packets, as it occurs in the baseline PARO proto-
col. Rather, PCQoS creates entries in a route-redirect table
and marks their state as dormant (i.e., not active). Dormant
state entries in route-redirect tables remain inactive until a
signaling message explicitly changes the state to the active
state. When entries are made active, they behave exactly like
route-redirect entries in a baseline PARO system. Once ei-
ther the source or the destination node selects a specific redi-
rector based on some policy decision, a packet can be sent
along the path to dynamically activate a selected redirector
on-demand. The same procedure applies while removing a
redirector from a route except that now the last added redi-
rector is also the first removed one.
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Table 3 Simulation parameters

Parameters Value

Area 500 meters x 500 meters
Nodes 50 and 400

Connections 50 and 100

Traffic load 1,4, 16, 32, 64, 128 pkt/sec
Traffic type CBR/UDP

Packet size 512 bytes

Nodes per range 3,14,19,28,36

Ptmin 0.1778e-3 W

Ptmax 0.707945 W

SIR thresh 6 dB

SIR target 10dB

CS thresh 1.5849E-11 W

Rx thresh 3981E-10 W

Rx target 4.06062E-10 W

5 PCQoS evaluation

We use the ns-2 network simulator to analyze the operation
of PCQoS. We use the PCMAP MAC protocol as a an exam-
ple of SR-MAC, as defined in [23]. We extend our previous
implementation of the baseline PARO protocol [10] to im-
plement PCMAP and the positioning and monitoring com-
ponents of PCQoS. An overview of the simulation settings
is displayed on Table 3.

Communication between two nodes in PCMAP uses
RPTS-APTS packet handshake signaling before the actual
data transmission takes place. We reuse the same module
to compute the minimum transmission power used in the
baseline PARO to implement PCMAP (to see how PARO
computes the minimum transmission power between two
nodes refer to [10]). In the PCMAP implementation, how-
ever, we added a local copy of the noise to the packet header
of each transmitted packet, as defined in the specifications
of PCMAP [23]. This addition is necessary for PCMAP be-
cause the noise (or interference) levels are not negligible as
is the case with the baseline PARO protocol. PCMAP oper-
ations including the conservation and cooperation principles
are implemented according to [23].

The propagation model in ns-2 is based on a Friss model
for short ranges and a Two-ray model for longer ranges.
This model is appropriate for outdoor environments where a
strong line of sight signal exits between the transmitter and
receiver nodes, and where the antennas are omnidirectional.
The Friss model computes the received power by:

_ T,;G/G)?

M ard)?L ©)

where R;; is the received power at node j when node i
transmits with power T; ;, d is the distance separating trans-
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mitter from the receiver, A is the signal wavelength, L is
an adjustment factor and G, and G, are the antenna gain of
the transmitter and receiver nodes, respectively. The two-ray
propagation model assumes there are two main signal com-
ponents. This model computes the strength of the received
signal at the destination nodes as:

T;,;G/G,h*h? ©
=
d
where 72 and h? are the antenna height of the transmitter and
receiver nodes, respectively. The cutoff distance d. where
the model changes from Friss to Two-ray is given by:

Ak,

. )

C
In the following section we present an evaluation of PC-
QoS. We experiment with different operational aspects of
PCQoS and show how gold flows can add or remove redi-
rectors to dynamically modify their observed QoS perfor-
mance. Each point in the presented graphs is the average of
10 experiments, each of them using a different seed number
while locating nodes in the network.

We did not consider mobility in the evaluation of PCQoS
because mobility adds another dimension and complexity to
the problem. The same ideas and solutions presented in the
baseline PARO protocol to support mobile nodes, such as
keeping a minimum rate of packets flowing between source-
destination pairs and increasing the minimum transmission
power of each transmission by some margin, are applicable
to both IEEE 802.11 and SR-MAC protocols [10].

The signaling overhead of PCQOoS is related mainly to the
overhead incurred by PARO, which is the underline rout-
ing scheme in charge of adding and removing redirectors.
PARO needs two signaling packets to add one redirector,
and no signaling packets to remove a redirector, so adding
X redirectors in a flow requires 2X signaling packets. Be-
cause many data packets can be transmitted on a route before
there is a need to add or remove redirectors, the percentage
of overhead control packets incurred by PCQoS is minimum
compared with data traffic.

5.1 PCQoS performance

In what follows, we evaluate several issues of the perfor-
mance and behavior of the proposed PCQoS protocol.

5.1.1 Individual PCQoS behavior

Figure 7 shows traces of the throughput performance
achieved for a gold flow in the 200-250 meter range un-
der PCQoS. The dashed line in Fig. 7(a), (b), (c) denotes
the targeted performance (desired throughput in this case).
Monitoring intervals are set to 5 seconds and the duration
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of passive periods is uniformly distributed between 150-
800 seconds. The three graphs shown in Fig. 7 contrast the
PCQoS operation of the test flow in different network con-
ditions: In Fig. 7(a) only 10% of the flows in the network
are gold flows, Fig. 7(b) same as (a) but with a higher target
throughput, and Fig. 7(c) where 30% of the flows are gold
flows.

Figure 7(a) shows the PCQoS behavior when the targeted
performance is higher than the initial performance. In this
case, the test flow uses the adding-search algorithm (detailed
in Sect. 3.2) anticipating that there are fewer short-range
flows in the neighborhood and thus the unfair behavior of the
MAC could improve throughput. Adding 1 redirector after
30 seconds into the trace brings the performance above the
target performance, then the flow moves into a passive pe-
riod. Denying gold flows the capability of adding more redi-
rectors after performance goals are reached is an important
property of PCQoS. Active and passive periods are shown
above the trace line in addition to the number of redirectors
being used in the path.

Figure 7(b) shows the PCQoS behavior when the target
throughput is again above the initial performance without
redirectors. The test flow uses the adding-search algorithm
adding 1, then two and finally a third redirector in its path.
Because the performance improvement after the third pre-
dictor is below the saturation point (§ = 10% in this exam-
ple), the third redirector is removed and only two redirectors
are selected for this active period. Note that during the pas-
sive interval the monitored throughput performance changes

560 580 600 620 640 660 680 700

Simulation time [seconds]

as a result of the domino effect created by other gold flows
adding redirectors of their own.

Figure 7(c) shows the behavior of PCQoS when there are
already 3 redirectors in a test flow after 500 seconds into the
trace and the performance is again below the target perfor-
mance at the beginning on an active period. Again the test
flow uses the adding-search algorithm to add a 4th redirec-
tor into the path. Since the desired performance is not met,
the test flow then uses the removing-search algorithm up to
1 redirector in this case providing the highest performance
possible.

5.2 PCQoS aggregate performance

In the previous experiments we have shown the performance
of PCQoS for individual flows. Now we analyze the aggre-
gate impact on QoS when a subset of flows in the network
is allowed to add redirectors. For these experiments, we dis-
abled the metric saturation point policy of PCQoS in order
see what would happen when certain flows added a specific
number of redirectors.

We evaluate a network of 400 nodes in a 500 x 500 me-
ter network with 100 flows each sending sixteen 512-byte
packets per second. Each source picks a destination at ran-
dom within its 250 meter range. For these experiments we
select the following 5 scenarios shown in Table 4. The term
X(N) in Table 4 means X gold flows in this range added
N redirectors to their paths. We selected these 5 scenarios
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Fig. 8 PCQoS: fraction of 0.5 T
packets received versus range

0.3

0.2

Fraction of packets sent in each range

1 1 1

Table 4 Simulation scenarios for aggregate performance analysis

0-50 50-100 100-150 150-200 200-250
3flows 14flows 19flows 28flows 36flows
S1 0 0 0 0 0
S2 0 0 0 0 10(1)
S3 0 0 0 0 10(3)
S4 0 0 6(1) 9(1) 12(1)
S5 0 14(2) 19(3) 28(5) 36(7)

because we think they better show the advantages and draw-
backs of PCQoS: Scenario 1 corresponds to a SR-CSMA
network without PCQoS (i.e., no redirectors are added to
any path). Scenario 2 corresponds to the case where PCQoS
is applied randomly in 10 of the 36 flows in the 200-250
meter range, and there is one redirector between end points
only. Scenario 3 is the same as Scenario 2 except that now 3
redirectors are positioned between end points. In Scenario 4
one third of the flows in the 100-150, 150-200, and 200-250
meter range added one redirector only to their paths. Finally,
in Scenario 5 all flows in the network added as many redi-
rectors to their paths as necessary so that all resulting links
were in the 0-50 meter range.

Figure 8 shows the fraction of the total packets received
by destinations for each scenario over five distance ranges
(0-50, 50-100, 100-150, 150-200, and 200-250 meters, re-
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100 150 200 250
range (meters)

spectively) from their sources. The fact that we got 3, 14,
19, 28 and 36 flows for 0-50, 50-100, 100-150, 150-200,
and 200-250 meter range, respectively in Table 4, is a direct
result of letting each source pick a destination at random
within its 250 meter range (see Sect. 2).

Let first look at Scenario 2 where 10 out of 36 flows in the
200-250 meter range added 1 redirector to their paths only,
and compare its performance with Scenario 1 (no PCQoS).
As we can see in Fig. 8 the fraction of the total packets re-
ceived by destinations in the 200—250 meter range improves
slightly compared with Scenario 1. This is a direct result
of the increased throughput obtained by the 10 gold flows
in this range. The negative side is that now we have less
packets received for flows in the 150-200 meter range com-
pared with Scenario 1. Flows in the 150-200 meter range
obtained lower throughput in Scenario 2, because there are
now 20 more “links” (due to the 10 flows in the 200-250
meter range split into 2 100-150 links). This is a clear ex-
ample of the domino effect where a local greedy decision
impacts the performance seen by others.

Figure 9 shows the actual throughput obtained by the 36
flows in the 200-250 meter range of Scenario 2. The first 10
flows in Fig. 9 correspond to the selected 10 gold flows of
Scenario 2. The results in Fig. 9 clearly show the increased
throughput obtained by selected gold flows compared with
the rest of the flows in the 200-250 meters range that did
not add redirectors to their paths. Figure 9 also shows the
average throughput received after each redirector of selected
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gold flows. The common trend is that the average throughput
received after redirector i in the path from source to desti-
nation is higher than in redirector i 4+ 1. This is a pattern
already reported in the literature [8] and created by traffic
sources with no rate control (e.g., CBR). It is likely that this
anomaly will disappear if a congestion control mechanism
is used at the transport layer (e.g., TCP).

Scenario 3 is similar to Scenario 2 except that now the 10
flows selected added 3 redirectors instead of one redirector.
Figure 10 shows the average throughput received by each
of the 10 selected flows in Scenario 3. For comparison we
also show the throughput for Scenario 1. As we can see in
Fig. 10, in most cases the addition of 3 redirectors translated
into higher throughput for these flows compared with Sce-
nario 1 (flow 7 is the exception). As for Fig. 8 respects, the
fraction of the total packets received by destinations in the
150-200 meter range in Scenario 3 is lower compared with
Scenario 2. This again is because the appearance of multiple
shorter-range links created by the addition of three redirec-
tors to the 10 selected flows of Scenario 3.

In Scenario 4 we have that one third of the total flows
in the 100-150, 150-200, and 200-250 meter ranges added
one redirector to their paths. In Fig. 8 we can observe that
selected flows in the 100-150 and 150-200 meter range ob-
tained higher throughput compared with selected flows in
the 200-250 meter range. Gold flows in the 200-250 meter
range benefit little by adding one redirector in this scenario
because there is a higher number of shorter range links in-

0 L
01234567 89101112131415161718192021222324252627282930313233343536

Hl S1 (NO-PCQoS)
[] S2 (intermediate redirector) i
Il S2 (final node)

36 Flows in 200-250 range

troduced by selected flows in the 100-150 and 150-200 me-
ter ranges which added increased unfairness toward longer
range flows.

Finally, in Scenario 5 all 100 flows in the network added
as many redirectors to their paths as necessary so that all re-
sulting links were in the 0-50 meter range. This scenario is
similar to a IEEE 802.11 network with a common transmis-
sion range of 50 meters. In this case the throughput obtained
by flows in the 200-250 meter range is still better that Sce-
nario 1, however, as we will see later, the overall throughput
of the network degrades quickly in this scenario. We con-
sider this scenario in order to show the potential danger if
no control is taken on the number of redirectors added by
gold flows in PCQoS. Lets remember that for these exper-
iments we disable the metric saturation policy of PCQoS.
It is expected that this scenario should never occur in PC-
QoS since flows will not add as many redirectors if doing so
translates into lower performance.

5.2.1 PCQoS versus offered load

Figure 11 shows the aggregate average throughput for all
100 flows in the network for Scenarios 1-4 as a function
of the offered load. In these experiments we did not con-
sider Scenario 5 because we already discussed such scenario
should not occur once the metric saturation policy of PCQoS
is enabled. From this figure we can observe that for any
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Fig. 11 PCQoS versus offered load (all flows)

@ Springer



PCQoS: power controlled QoS tuning for wireless ad hoc networks

offered load, the highest throughput is always achieved by
Scenario 1, where no PCQoS was implemented. It is impor-
tant to note, however, that for scenarios S2, S3 and S4, their
throughput is within 10% of the throughput obtained by sce-
nario S1, meaning that PCQoS is capable of providing some
coarse QoS control to selected flows without significantly
reducing the original capacity of the network. As it can also
be observed in this figure, for low loads (e.g., 1 pkt/sec) the
performance of all 4 scenarios is similar. This behavior is
expected since for this traffic conditions long-range flows
rarely find the channel busy (i.e., there is no unfairness to-
wards long-range flows).

Figure 12 shows the average received throughput of se-
lected gold flows in the 200-250 meter range only for Sce-
narios 1-4 as a function of the offered load. Again, in this
figure we observe that for 1 packet per second per flow per-
formance of all 4 scenarios is similar. The 4 packets per
second case is interesting because performance improves
by adding one redirector, but then performance decreases
while adding 3 redirectors. Moving from 1 to 4 packets per
second increases the unfairness factor towards long-range
flows, but not enough to the point where adding 3 redi-
rectors resulted beneficial. It is only for 8 packets per sec-
ond and above that there is enough unfairness, so it re-
sults beneficial the addition of 3 redirectors for long-range
flows.

5.2.2 PCQoS versus node density

In the previous experiments we considered a network of 400
nodes located in a 500 m x 500 m area. In order to study
the behavior of PCQoS on a less dense network we per-
formed a new series of experiments considering 50 nodes in
the 500 m x 500 m area, and 50 connections only. Having
50 connections in the network reduces by half the number
of connections per transmission range. This is now we have
2,7,9, 14 and 18 connections in the 0-50, 50-100, 100—
150, 150-200, and 200-250 range, respectively. However,
the number of gold flows per range for scenarios S1-S4 re-
mains exactly as before (e.g., S2 consists of 10 gold flows in
the 200-250 range adding 3 redirectors each).

In Fig. 13 we show the average received throughput per
connection considering all flows. While throughput in the
denser network remains higher for all 4 scenarios, this is
mostly the result of having a higher offered load. Simi-
larly, the aggregate throughput considering all flows for Sce-
nario 5 is higher compared with Scenario 1 for the denser
network. This is an important result because it shows even if
all flows become gold flows; throughput is at least as good
as the scenario where there is no QoS differentiation.

Figure 14 shows the average received throughput of se-
lected gold flows in the 200-250 range. In this figure gold
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Fig. 12 PCQoS versus offered load (gold flows in the 200250 range)
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flows in the 200-250 meters range are able to obtain a
higher throughput by adding redirectors even for the 50
nodes network. However, the presence of fewer nodes for
the 50 nodes network reduces the availability of potential
redirectors for PCQoS, thus limiting its full potential. In
fact, with 50 nodes in the network only we could not run
scenario S5 because there were not enough nodes available
in the network to split long-range flows into 0-50 meters
links.

6 Related work

The state of the art in QoS control for wireless ad hoc net-
works is best represented by the COWPOW system [24]. In
[24], the authors present a system where mobile nodes are
capable of switching the value of the common-range trans-
mission power they use. Mobile nodes in this system peri-
odically reduce this value and stop right before the first par-
tition of the network occurs. Another important difference
of PCQoS and the COMPOW proposal is that in contrast
to common-range transmission based proposals where users
get a similar QoS performance, PCQoS supports service dif-
ferentiation with multiple policies. We believe that such a
system is better suited to support different types of emerging
applications that may require different QoS/power trade-off
being supported by the network.

A signaling system supporting QoS in mobile ad hoc
networks is discussed in the INSIGNIA project [19]. The
INSIGNIA system creates QoS reservation at intermediate
nodes visited by the data packets/flows en-route toward des-
tinations. The transmission range used by the INSIGNIA
protocol is based on the maximum common-range (like
other MANET systems). An advantage of this system is that
it is capable of locally restoring reservations in cases where
intermediate hops move out of the route, thus it avoids costly
end-to-end QoS re-adaptation.

Another example of QoS provisioning in ad hoc networks
is the SWAN system [1]. In [1], the authors present a ser-
vice differentiation system for stateless wireless ad hoc net-
works. This system is based on the notion that provisioning
QoS to applications inside ad hoc networks is rather diffi-
cult and end-to-end QoS adaptation results more appealing
in such environments. In [1], selected flows monitor end-
to-end performance and adjust their transmitting rates ac-
cording to the service class they belong to. This system uses
common-range transmission principles.

In the work described in [2], the authors discuss the im-
pact of TCP throughput on the number of forwarding nodes,
or the equivalent common-range transmission value used in
static wireless ad hoc networks for unreliable links. Results
presented in [2] show that there is an optimum transmis-
sion range that maximizes TCP throughput. Other examples

of TCP behavior over wireless links, not necessarily related
to wireless ad hoc networks but wireless networks in gen-
eral include [3, 4, 16]. The use of relay nodes in multi-rate
IEEE 802.11 based networks is presented in [20]. In this
work nodes located far away from the AP take advantage of
intermediate relay nodes to connect to the AP at higher data
rates.

The work in [18] presents a QoS topology control for
wireless ad hoc networks targeted at reducing the transmit
power while meeting some QoS demands, while the work in
[6] finds the best of all possible routes to meet some QoS
requirements.

Examples of QoS adaptation systems for wireless links
(not necessarily related to wireless ad hoc networks) include
modifications to the link schedulers [5, 11, 21]. The main
feature of these adaptation systems is that they react to link
errors and compensate affected flows when links conditions
improve.

The performance of IEEE 802.11 over wireless ad hoc
networks is studied in [27]. Results from [27] show that one
of the main reasons for the poor utilization of IEEE 802.11
over wireless ad hoc networks is its long sensing range. This
issue is also studied in [8].

Finally, there are various works studying the advantage
of long hops over short hops in wireless ad hoc networks. In
[14, 15], the authors give various reasons not to use many
short hops over few long hops. The arguments given by the
authors consider various aspects including mobility, power
consumption, link reliability, fading conditions, etc. The ac-
tual advantage or disadvantage of long versus short hops will
finally depend on the particular settings of the network being
considered.

7 Conclusion

In this paper we studied the impact of adding or remov-
ing redirectors in a multihop wireless network on traditional
QoS metrics. We first study the unfair performance towards
long-range flows exhibited by space-reuse CSMA MACs.
We showed how this unfair behavior can be used as a foun-
dation for QoS service differentiation in wireless ad hoc net-
works. We proposed PCQoS, which builds QoS mechanisms
into the baseline PARO system for specific applications that
wish to modify their observed QoS performance. In PCQoS,
selected flows add or remove redirectors from their paths in
order to coarsely modify their QoS. We show through sim-
ulations that PCQoS is capable of tuning the QoS observed
by selected flows, without significantly degrading the over-
all capacity of the network. To the best of our knowledge,
PCQoS represents the first power-controlled QoS routing
protocol for wireless ad hoc networks that is based on the
foundation of variable-range transmission control.
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