Just-In-Time Adaptive Interventions (JITAI) have the potential to provide effective support for health behavior by delivering the right type and amount of intervention at the right time. The timing of interventions is crucial to ensure that users are receptive and able to use the support provided. Previous research has explored the association of context and user-specific traits on receptivity and built machine-learning models to detect receptivity after the study was completed. However, for effective intervention delivery, JITAI systems need to make in-the-moment decisions about a user’s receptivity. In this study, we deployed machine-learning models in a chatbot-based digital coach to predict receptivity for physical-activity interventions. We included a static model that was built before the study and an adaptive model that continuously updated itself during the study. Compared to a control model that sent intervention messages randomly, the machine-learning models improved receptivity by up to 36%. Receptivity to messages from the adaptive model increased over time.
The ubiquitous presence of mobile technologies has enabled a wide array of research into mobile health (mHealth), from sensing health conditions to providing behavior-change interventions. In the past, ubiquitous technologies like smartphones and wearables have shown promise in detecting stress, anxiety, mood, depression, personality change, addictive behavior, physical activity and a host of other conditions. Furthermore, several studies have demonstrated the potential of smartphone-based digital interventions to affect positive behavior change for a range of conditions like smoking, alcohol disorder, eating disorders, and physical inactivity. The eventual goal in mHealth is to be able to combine the two components of accurate sensing and effective interventions to improve the quality of life amongst people suffering from various conditions.

**Just-In-Time Adaptive Intervention (JITA)** is a novel intervention design that aims to deliver the right type and amount of support, at the right time, while adapting as-needed to the users’ internal and external contextual change [6]. Several studies have employed JITA-like interventions for various outcomes, e.g., improving physical inactivity [3], and reducing alcohol use [1]. For JITAs to be effective, the intervention should be delivered at “the right time.” Two key concepts determine the “right time”: (1) when a person needs support, i.e., at or before the onset of a negative outcome, or a psychological or contextual state that might lead to that outcome (state-of-vulnerability); and (2) when a person is able and willing to receive, process, and use the support provided (state-of-receptivity).

In our prior study, we developed the Ally app to deliver physical-activity interventions and explore how the passively collected contextual factors associated with receptivity in a study with 189 participants [4]. We extended the original Ally app [4], to create a new app we call Ally+. Similar to Ally, Ally+ is a chat-based digital coach aimed at increasing daily step count. We show a screenshot of the app in Figure 1. The intervention components were chat-based conversational messages that were delivered by the digital coach and the participants had to choose from a set of pre-defined responses. The coach initiated
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1 During the first 7 days, the app randomly chose between the control and static models. After 7 days, the app randomly chose between the control, static, and adaptive models.
the starting message of each conversation to each user at random times within certain time periods.

Further, Ally+ had a context-based receptivity module that continuously tracked several contextual features; Ally+ used this module to time the delivery of notifications, as follows. For each day, for each participant, the server randomly chose three times (one in each of the three time blocks) to send a silent push notification to that participant’s app. When Ally+ received the silent push from the server, it triggered the receptivity module to determine when to deliver that notification to the participant. During the first seven days, the receptivity module randomly selected either the control or static model, with equal weight. On the eighth day and after, the receptivity module randomly selected one of three models, with equal weight. (The seven-day “warm-up” period allowed accumulation of participant-specific receptivity data before enabling the adaptive model.) For each initiating message received, the app recorded which model was used to time its delivery – control, static or adaptive.

Ally+ then delivered the notification about the initiation prompt if and only if the selected model inferred the user would be receptive at the current time. The control model always agreed. The static and adaptive models used their classifier to determine whether the current moment is “receptive.” If the models did not find the current moment to be receptive, the app would try again by asking the same model every 5 minutes. If, after 30 minutes, the model never inferred an opportune moment, Ally+ delivered the notification on the 31st minute; in this case, it recorded the notification mechanism as “control,” since the notification was delivered at a random time, and not at an opportune moment.

We used the Ally+ app to conduct a within-subjects study with three experimental conditions for delivering the interventions: control, static, and adaptive. It is important to note that the intervention delivery conditions did not affect the actual content of the interventions delivered by the app.

Regardless of the chosen delivery model, the participant’s response to any initiating message provided new data for use by the adaptive model. There were three cases: (a) just-in-time response: the contextual state at the time of notification delivery was added with label “receptive”; (b) later response: the contextual state at the time of notification delivery was added with label “non-receptive,” and the contextual state at the moment of response was added with label “receptive” (since the participant was in a state-of-receptivity when they responded); (c) no response: the contextual state at the time of notification delivery was added with label “non-receptive.”

Whenever the adaptive model was selected as the delivery model, it first retrained its model using any new data points added. We diagram the system design in Figure 2.

**THE Static AND Adaptive MODELS**

We implemented two machine-learning models in Ally+. We trained the static model before deployment (using data from the previous 141 iOS users in Ally study) and used it, unchanged, for all participants and all days throughout the study. The adaptive model used the receptivity data of individual participants as they progressed through the study; it was rebuilt (within the app) every time a new receptivity in the system triggered the adaptive model.

Both these models were trained to predict just-in-time response. While we use several metrics of receptivity in our work, the main emphasis is on the presence of a just-in-time response. For completeness, however, we report the effect of our models on the various receptivity metrics.

**Static Model:** We used CoreML to build and integrate the static model with the iOS app. We split the original Ally iOS data (with 141 users) into five equal non-overlapping groups. We used Leave-One-Group-Out (LOGO) cross-validation to evaluate two built-in models within CoreML – MLRandomForestClassifier and MLSupportVectorClassifier. These classifiers are CoreML’s implementation of RandomForest and SVM, respectively.

We tuned the models to have higher recall, since we wanted Ally+ to recognize most opportune moments, even if it was at the cost of precision. We compared the models
with a random classifier as a baseline and chose the model that demonstrated a greater improvement in F1 score. The SVM classifier achieved a mean F1 score of 0.36, whereas the random baseline classifier achieved only F1 score of 0.25, which is an improvement of 40% over the baseline. The RandomForest classifier achieved a mean F1 score of 0.33, only 32% improvement over baseline. We thus chose the SVM classifier as the static model to be included in our app.

**Adaptive Model:** In the adaptive model, the participant’s recent receptivity data was added to the model’s training dataset to help with future detection. Given the structure of our study, however, each participant was prompted at most three times per day and there were thus few data points even after seven days. We thus followed a “dual-model” approach: the adaptive model’s output probability was the average of the output probability from “P1,” a model trained on data from the prior Ally study, and “P2,” a Logistic Regression (LR) model trained on the participant’s personalized data accumulated thus far. If the output probability was greater than 0.50, the adaptive model classified that participant as receptive. We used Facebook advertisements to reach potential participants. A total of 83 participants (64 female; 30±10.8 years) downloaded the app and started the intervention. We did not have any exclusion criteria and report results from the intervention. We did not have any exclusion criteria and report results from the intervention. During recruitment, we told participants informing them of the real goal of the study with an explanation of why deception was needed.

We used Facebook advertisements to reach potential participants. A total of 83 participants (64 female; 30±10.8 years) downloaded the app and started the intervention. We did not have any exclusion criteria and report results from the intervention. During recruitment, we told participants informing them of the real goal of the study with an explanation of why deception was needed.

We used Facebook advertisements to reach potential participants. A total of 83 participants (64 female; 30±10.8 years) downloaded the app and started the intervention. We did not have any exclusion criteria and report results from the intervention. During recruitment, we told participants informing them of the real goal of the study with an explanation of why deception was needed.

**TABLE 1.** Detailed analysis to understand within-participant differences. We report the absolute change of the static and dynamic models over the control model, along the percentage improvement in brackets.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Mean Difference %</th>
<th>Std. Error</th>
<th>95% Confidence Interval</th>
<th>Adj. p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Just-in-time response</strong> (as likelihood; control = 0.276)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>static – control</td>
<td>+0.101 (+36.60%)</td>
<td>0.033</td>
<td>0.035 – 0.170</td>
<td>0.002 **</td>
</tr>
<tr>
<td>adaptive – control</td>
<td>+0.027 (+9.58%)</td>
<td>0.041</td>
<td>–0.044 – 0.109</td>
<td>0.558</td>
</tr>
<tr>
<td><strong>Overall response</strong> (as likelihood; control = 0.738)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>static – control</td>
<td>+0.072 (+9.75%)</td>
<td>0.028</td>
<td>0.015 – 0.116</td>
<td>0.015 *</td>
</tr>
<tr>
<td>adaptive – control</td>
<td>+0.031 (+4.20%)</td>
<td>0.038</td>
<td>–0.046 – 0.092</td>
<td>0.493</td>
</tr>
<tr>
<td><strong>Conversation engagement</strong> (as likelihood; control = 0.261)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>static – control</td>
<td>+0.084 (+32.18%)</td>
<td>0.034</td>
<td>0.021 – 0.153</td>
<td>0.007 **</td>
</tr>
<tr>
<td>adaptive – control</td>
<td>+0.009 (+3.44%)</td>
<td>0.040</td>
<td>–0.057 – 0.089</td>
<td>0.819</td>
</tr>
<tr>
<td><strong>Response delay</strong> (as minutes; control = 99.500)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>static – control</td>
<td>–19.950 (–20.05%)</td>
<td>11.725</td>
<td>–39.500 3.500</td>
<td>0.124</td>
</tr>
<tr>
<td>adaptive – control</td>
<td>–13.830 (–13.89%)</td>
<td>13.585</td>
<td>–41.000 13.500</td>
<td>0.439</td>
</tr>
</tbody>
</table>

*. p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
likelihood of conversation engagement over the control model \((p = 0.007)\). We present the detailed findings in Table 1.

As we observe from Table 1, for most receptivity metrics, messages delivered by the static model led to significantly higher receptivity than the control model. The adaptive model, however, did not seem to perform significantly better. Those results were based on an analysis across the full study period. A day-by-day analysis, however, may provide more insights regarding whether and how the adaptive model’s performance changed over the days – in short, whether it adapted well to each participant.

Hence, we added a new variable – the participants’ day in study (from Day 1 to Day 21) – as an interaction effect to the generalized linear mixed effects models used earlier. To best understand and visualize the results, we plot the effects of the model types over time as estimated from the mixed effect model in Figure 3. While visualizing the trends, it is important to note that the confidence interval for the adaptive model is quite wide for the first few days, because the adaptive model was not triggered until Day 8 and hence no actual data points for the adaptive model during that period.

As the study progressed, we found that the just-in-time response rate dropped significantly for the control model \((p = 0.011)\) (Figure 3a). For the static model, there was a slight downward trend, but it was not significant. For the adaptive model there was a steep upward trend with a slope of 0.0092, suggesting that the just-in-time response to adaptive model increased by almost 1 percentage-point each day; this trend was not statistically significant \((p = 0.287)\). The observation – although not statistically significant – is encouraging, suggesting that the adaptive model was able to learn and personalize over time, and eventually improving the just-in-time response. In fact, after day 19, the adaptive model seems to have had higher just-in-time response rate than the static model. Further, on Day 21, the adaptive model had an increase of over 51% in just-in-time response rate as compared to Day 8.

We observe similar trends for the conversation-engagement rate (Figure 3b), with the adaptive model having a significant positive trend \((p = 0.045)\), with a slope of 0.0156, which translates to a 1.56 percentage-point increase in conversation-engagement rate each day.

**THE UBIQUITOUS PRESENCE OF MOBILE TECHNOLOGIES HAS ENABLED A WIDE ARRAY OF RESEARCH INTO MOBILE HEALTH (mHEALTH)**

JITAs have six major components: a distal outcome, proximal outcomes, decision points, intervention options, tailoring variables, and decision rules [6]. Our results show that it is indeed possible to detect receptivity in real-time. Hence future studies could design JITAs such that the intervention components and decisions rules can account for receptivity as a tailoring variable before deciding on whether to deliver an intervention.

In our work, we considered receptivity as a binary outcome, i.e., a person is either receptive or not. This is just the first step towards enabling effective delivery of interventions. We argue that receptivity is a spectrum and not an absolute yes/no. It could be possible that – in each moment – a person is receptive to a particular type of intervention and be non-receptive to a different type of intervention. Given the promising results in our study, we lay solid groundwork for future researchers to move forward to other dimensions of receptivity. The treatment of receptivity as a spectrum would enable intervention designers to
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**FIGURE 3.** The performance over time of the models on the receptivity metrics. The adaptive model was only activated starting Day 8; the dotted lines represent the projection of the trend for the adaptive model from Day 1 to Day 7.
decide not only if an intervention should be delivered but also what interventions to deliver in that moment – JITAs could be developed that consider the degree of vulnerability (tailoring variable), the level of receptivity (tailoring variable), and the expected effectiveness of various interventions (intervention options) and decide which intervention to maximize the distal and proximal outcomes.

Although our results are promising, they are still preliminary. We had 83 users in our study who participated for only 3 weeks; most behavior change programs last longer than 3 weeks. Hence, more research is needed to evaluate model performance and how receptivity changes over a longer period. For more detailed discussions, please refer to the full paper [5].
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