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Abstract—Traditional Web search engines do not use the images in the HTML pages to find relevant documents for a given query. Instead, they typically operate by computing a measure of agreement between the keywords provided by the user and only the text portion of each page. In this paper we study whether the content of the pictures appearing in a Web page can be used to enrich the semantic description of an HTML document and consequently boost the performance of a keyword-based search engine. We present a Web-scalable system that exploits a pure text-based search engine to find an initial set of candidate documents for a given query. Then, the candidate set is reranked using visual information extracted from the images contained in the pages. The resulting system retains the computational efficiency of traditional text-based search engines with only a small additional storage cost needed to encode the visual information. We test our approach on one of the TREC Million Query Track benchmarks where we show that the exploitation of visual content yields improvement in accuracies for two distinct text-based search engines, including the system with the best reported performance on this benchmark. We further validate our approach by collecting document relevance judgements on our search results using Amazon Mechanical Turk. The results of this experiment confirm the improvement in accuracy produced by our image-based reranker over a pure text-based system.
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1 INTRODUCTION

“A picture is worth a thousand words.” Despite this old saying, modern Web search engines ignore the pictures in HTML pages and retrieve documents merely by comparing the query keywords with the text in the documents [1]. Of course this text includes the words in image captions and markup tags, but does not look at the pixels themselves. This lack of attention to the visual information contrasts with the current state of the Web, which over the last 20 years has evolved from a collection of mostly textual documents to the modern fast-growing large-scale repository of multimedia where nearly every page contains several pictures or videos. The exclusive reliance on text-based technology to search the Web is explained by the challenges posed by the handling of image data: automatic image understanding is still today computationally expensive and prone to mistakes.

In this paper we propose a novel document retrieval approach that uses the content of the pictures in the Web pages to boost the accuracy of pure text-based search engines. At a high-level we expect that, for example, for the query “Ferrari Formula 1”, users will judge documents containing pictures of Ferrari cars to be more relevant than pages with unrelated images. Consequently our hope is that a search system combining the textual information with the visual information extracted from the pictures will yield improved accuracy. While there is a large literature on combining text and image data for image search, we know of only a couple of prior attempts to improve Web document search using image content. An example is represented by the system of Yu et al. [2] who demonstrate improved ranking by using simple image measures such as aspect ratio, size, and high-level features such as blurriness. In contrast, we use a modern image recognition system to provide rich data on the picture content. Another related approach is the work of Zhou and Dai [3]. While we leverage text-based image search in order to obtain training data to learn a visual model of the query, this prior system offers the advantage of being fully unsupervised. However, in our experiments we demonstrate that this unsupervised learning of the visual model for a given query is much more computationally expensive and results in lower accuracy compared to our system.

In order to design an image-based search engine that can scale to Web-size databases we are posed with two fundamental challenges. First, the descriptor extracted from the pictures must be semantically rich but also extremely compact so that the overall size of the document is sufficiently small for fast search in billions of pages. Second, we must devise a way to efficiently translate the keywords provided by the user into a visual model (i.e., an image classifier) that
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Fig. 1. Method overview: the query \(q\) is issued (a) to a document search engine producing a ranked list \(r\) of Web pages and (b) to a text-based image search engine yielding positive training image examples to learn a query-specific visual classifier. Finally, (c) the visual classifier is used to rerank the pages in the ranking list \(r\).

can be used to measure the compatibility between the text query and the photos in a Web page. We address the first requirement by utilizing a compact attribute-based image descriptor—the classeme vector [4]—which has been shown to yield good results on high-level image understanding tasks even with simple linear classifiers, which are efficient to train and test. The second requirement is met by learning “on the fly” the visual model associated to the query keywords using as positive training examples the top image results of a text-based image search engine, such as Google Images [5] or Bing Images [6]. The learned visual classifier can then be used in conjunction with the text-matching techniques of traditional search engines to measure the compatibility between the query keywords expressed by the user and the content—now both visual as well as textual—of each Web page.

2 RELATED WORK

Related work falls into a number of categories: automatic textual annotation of images; the combination of image and text features to improve image retrieval; retrieval of “multimedia” documents using image and text; and the use of image features to boost relevance in text document retrieval.

A representative work belonging to the last of these genres, is the approach of Yu et al. [2], who collect a feature vector for each image in a document which includes metadata such as aspect ratio, width and height, as well as looking at the pixels to compute “blurriness”, “colourfulness”, a flag indicating presence/absence of faces, and a graphic/photo flag. Then, from training data where users rate images by “importance” within a document, they learn an “image importance” classifier, which is applied to each image in the document. They show that adding this feature improves judged relevance in a document search task. In contrast to their work, our paper builds a query-dependent document representation which uses the image content at a semantic level. The system proposed by Yeh et al. [7] is another example of multimedia search. However, their method requires additional user input, in the form of an image accompanying the text query. The approach that most closely relates to our own is the work of Zhou and Dai [3], who were the first to show that content extracted from the pictures of Internet pages can be used to improve Web document search. Their system relies on an unsupervised method to discover a visual representation of the query from the images of Web pages retrieved via text search. The visual model of the query is computed via an iterative technique for density estimation aimed at finding the region of the visual feature space that contains the highest concentration of image examples associated to the query. These image examples are then averaged to form a single prototypical representation of the
query. Then, an image-based rank of candidate Web pages is computed by measuring the distance between the pictures in the page and the visual prototype of the query. This image-based rank is fused with a traditional keyword-based rank to form the final sorted list of documents. In our approach we replace the costly and brittle unsupervised method of this prior system with the supervised learning of a visual classifier by exploiting as training data the photos retrieved by a text-based image search engine. In our experiments we show that this yields much higher accuracy compared to the system of Zhou and Dai. Furthermore, we demonstrate that our approach has much lower runtime compared to the algorithm of this prior work. Finally, while the image-based system of [3] was tested only on 15 hand-selected visual queries, we report results on a large-scale independent benchmark for Web retrieval (the TREC 2009 Million Query Track (MQ09) [8]).

As mentioned, there is a vast amount of work which attempts to retrieve images using textual query terms. To summarize the state of the art (in terms of methodology rather than benchmark results), the recent paper of Schroff et al. [9] serves as an adequate exemplar. This work combines text, metadata and visual features in order to achieve a completely automatic ranking of the images pertaining to a given query. Their approach begins from Web pages, recovered by text search for the query. Then images in the pages are reranked using text and metadata features, and finally a form of pseudo-relevance feedback (PRF) [1] is used: a classifier is trained to predict high rankings, and re-rank the image list. This could well be a useful addition to our system, perhaps improving the training set for our image model, but as with any PRF system, the results are an amplification of successes and failures of the baseline algorithm, so we prefer to test the baseline systems without PRF. Among the methods for content-based image search using text keywords, we would like to mention the work of Krapac et al. [10] since, similarly to our approach, it also uses a query-relative representation. However, as already discussed above, using text features to improve image search is a qualitatively different problem than the one we introduce here.

Our work may be viewed as part of a more general endeavor: using images to help with problems in language. Barnard and Johnson [11] address the problem of word sense disambiguation in the context of words in image captions, and thus could hope to segment the results for ambiguous query terms. This might again be useful in a PRF addendum to our class of system.

Another sweep of related work is on automatic image annotation. Typically, classifiers are trained to label images with the object classes represented within. The key limitation of such methods from our point of view is that the number of classes is fixed in advance. Even the most ambitious current work looks at only thousands of classes [12]. However, in the context of search, there are millions of possible queries, and because of the “long tail” it is unsatisfactory to focus only on the most common ones. Furthermore, even if 10000 classes were pre-trained, this would add thousands of bytes to each document, while our method enables search of all possible classes with less per-document data.

3 Approach Overview

The architecture of our system is schematically illustrated in Fig. 1. Let \( D \) be the database of Web pages. In order to produce the list of relevant documents for an input query \( q \), we use a reranking strategy combining traditional text-retrieval methods with the visual classifier learned for query \( q \):

1) The query \( q \) is provided as input to a text-based search engine \( S \) operating on \( D \) to produce a ranking list \( r \) of \( K \) candidate pages (Fig. 1(a)).

2) In parallel, the query \( q \) is issued to a keyword-based image search engine (in this work we use the visual search service of Bing Images); the top \( M \) image results \( I^+ \) are used as positive examples to train a visual classifier recognizing the query in images (Fig. 1(b)).

3) The list of pages \( r \) is resorted (Fig. 1(c)) by taking into account several image features including the classification scores produced by evaluating the visual classifier on the pictures of the \( K \) candidate pages.

The key intuition is that when the query represents a visual concept, i.e., a concept that can be recognized in images, the learned visual classifier can be applied to increase or decrease the relevancy of a candidate page in the ranking list depending on whether the document contains pictures exhibiting that visual concept.

Our approach uses as image representation the binary “classeme” vector of Torresani et al. [4]. The \( C \) binary entries in this descriptor are the binarized outputs of \( C \) nonlinear object classifiers evaluated on the image. These base classifiers are pre-trained on an independent dataset corresponding to \( C \) distinct hand-selected object categories. This idea is evocative of the use of attributes [13], [14], [15] which are fully-supervised classifiers trained to recognize certain properties in the image such as “has beak”, “near water”. While attributes have been used as features for recognition in specialized domains (e.g., animal recognition [15] or face identification [13]), classemes are obtained by choosing a very large \((C=2659)\) and varied set of visual categories as basis classes: these are the so-called visual concepts of the Large Scale Concept Ontology for Multimedia (LSCOM) [16], which are concepts selected to be useful, observable and feasible for automatic visual detection, and as such are likely to form a good basis for image retrieval and object recognition tasks. The resulting classeme
The vector $x^{(q,i)}$ for query-document pair $(q, i)$ comprises the following 12 features.

- **Text features** ($x_{1:2}^{(q,i)}$): ‘relevance score’ and ‘ranking position’ of document $i$ in the ranking list $r$ produced by the text-based engine $S$ for input query $q$. The ‘relevance score’ feature is a numerical value indicating the relevancy of the document $i$ for query $q$, as estimated by $S$, purely based on textual information. The ‘ranking position’ is the position of $i$ in the ranking list $r$. By including these two features we can leverage the high-accuracy of modern text-based search. Because our reranking function uses the ranking scores and positions generated by $S$, it can be viewed as an extended version of $S$, where visual information is exploited in addition to the traditional text features.

- **Visual metadata features** ($x_{3:4}^{(q,i)}$): ‘# linked images’ and ‘# valid images’. These attributes are used to describe whether the document contains many images. We expect that this information can be useful to the image-based reranker as it reveals whether the page contains a lot of visual information. The feature ‘# linked images’ is simply the number of images linked in the Web page. A potential problem is that Web pages often include a large number of small images corresponding to banners, clipart, icons and graphical separators. These images typically do not convey any information about the semantic content of the page. To remove such images from consideration, we extract the classeme descriptor only from pictures having at least 100 pixels per side. The feature ‘# valid images’ gives the total number of images in the page for which the classeme descriptor was computed. The ‘# linked images’ and ‘# valid images’ jointly inform the image-based reranker on whether the document is likely to contain advertisement or rather pictures potentially useful to check the semantic agreement between the query and the content of the page.

- **Query visualness features** ($x_{5:6}^{(q,i)}$): ‘visual classifier accuracy’ and ‘visual concept frequency’. These entries are features dependent only on the query (i.e., they are constant for all documents) and describe the general ability of the visual classifier learned for query $q$ to recognize that concept in images. In particular, ‘visual classifier accuracy’ gives the cross-validation accuracy of the classifier trained on the examples retrieved by Bing Images for query $q$. We use 5-fold cross validation to determine the SVM hyperparameter and then store the best cross-validation accuracy over all hyperparameter values in the feature ‘visual classifier accuracy’. While this feature provides us with an estimate of how reliably the
classifier recognizes visual concept $q$ in images, it does not convey how frequently this visual concept is present in pictures of Web pages. This information is captured by feature ‘visual concept frequency’ which is computed as the fraction of times the visual classifier for query $q$ returns a positive score on the images of the database $D$. The intuition is that the joint analysis of the two query visualness features may provide the reranker with an indication of the usefulness of employing the visual classifier for query $q$ to find relevant pages.

- **Visual content features** ($x_{7-12}^{(q,i)}$): the visual content features consist of the ‘histogram of visual scores’ and the ‘document relevancy probability’.

  The ‘histogram of visual scores’ is a five-bin histogram ($x_{7-11}^{(q,i)}$) representing the quantized distribution of the classification scores (i.e., the SVM outputs) produced by the visual classifier for query $q$ on the images of document $i$. The histogram is unnormalized and thus the sum of histogram values is equal to ‘# valid images’. We set the bin bounds to correspond to the following percentiles of classification scores, estimated from a large number of queries: 30%, 45%, 60% and 80%. Thus, the histogram gives us the number of images in the document that yield classification score exceeding these thresholds. The histogram captures a measure of the semantic compatibility between the images in $i$ and the query $q$, the ‘document relevancy probability’ ($x_{12}^{(q,i)}$) is an estimate of the posterior probability that the document $i$ is relevant for query $q$ given the observed classification scores of the images contained in the page, i.e., $p(i$ is relevant $| s_1, \ldots, s_{n_i})$, where $s_1, \ldots, s_{n_i}$ are the binarized scores that the SVM for query $q$ produces on the $n_i$ (valid) images of document $i$. This probability is computed via standard application of Bayes’s rule under the assumption of conditional independence (also known as the Naive Bayes assumption) [17]. In our case, conditional independence means that the classification scores are independent given the relevancy status of the document. In other words we assume that

$$p(s_{u}|i \text{ is relevant}, s_{v}) = p(s_{u}|i \text{ is relevant})$$

and that

$$p(s_{u}|i \text{ is not relevant}, s_{v}) = p(s_{u}|i \text{ is not relevant})$$

for $u \neq v$. Under this hypothesis, the posterior probability that document $i$ is relevant can be computed as follows:

$$p(i \text{ is relevant} | s_1, \ldots, s_{n_i}) = p(i \text{ is relevant}) TP^{m_i} (1 - TP)^{n_i - m_i} / p(s_1, \ldots, s_{n_i}) \quad (1)$$

where $m_i$ is the number of images of $i$ having positive classification score while $TP$ denotes the true positive rate of the classifier, i.e., $TP = p(s_{u} = 1 | i \text{ is relevant})$. Finally, note that the denominator in Eq. 1 can be evaluated via application of Bayes rule:

$$p(s_1, \ldots, s_{n_i}) =$$

$$p(i \text{ is relevant}) TP^{m_i} (1 - TP)^{n_i - m_i}$$

$$+ p(i \text{ is not relevant}) FP^{m_i} (1 - FP)^{n_i - m_i} \quad (2)$$

where $FP$ is the false positive rate. We assume that the rates $TP, FP$ are query-independent and we estimate them empirically over a large number of labeled training queries. In conclusion, the ‘document relevancy probability’ feature provides us directly with an estimate of the relevancy of the document purely based on the visual content of the images in the page. Note that, while it may appear that the ‘document relevancy probability’ and the ‘histogram of visual scores’ capture similar information, they actually represent the outputs of different classification models and we empirically found the inclusion of both these features to be beneficial to improve the reranking accuracy.

Finally, if a document does not contain any valid image, features $x_{3,4}^{(q,i)}$ and $x_{7-11}^{(q,i)}$ are set to zero.

### 4.2 Learning to rerank using visual content

We now describe the training procedure to learn the image-based reranking function $f$ from the labeled training set $T$. Note that this function is query independent, learned only once during an offline training stage. In our work we have experimented with the following different ranking models:

1) **Ranking SVM.** This algorithm learns a linear model of the input features, i.e., $f(x(q,i); \theta) = \theta^T x(q,i)$. Intuitively, the parameter $\theta$ is optimized so as to produce a ranking function that preserves the ordering of the training examples in $T$, i.e., such that

$$\theta^T x(q_j,k) > \theta^T x(q_j,l) \iff y_{jk} > y_{jl}.$$  

Specifically, we use the learning objective of SVM ordinal regression proposed by Herbrich et al. [18]:

$$\min_{\theta, \xi} \sum_{j=1}^{N} \xi_{jkl} + C \sum_{j=1}^{N} \sum_{k,l=1}^{K} \xi_{jkl} \quad \text{subject to:}$$

$$\forall j, k, l: \xi_{jkl} \geq 0, \quad \forall q_j, k, l \text{ s.t. } y_{jk} > y_{jl}:$$

$$\theta^T x(q_j,k) > \theta^T x(q_j,l) + 1 - \xi_{jkl}. \quad (3)$$

It can be shown that this objective is convex. We optimize it using the efficient cutting plane algorithm described in [19].

2) **Random Forest.** This method learns a random forest [20] with each tree greedily optimized
to predict the relevancy labels $y_{jk}$ of the training example. The resulting hypothesis computes an average of $P$ independently trained regression trees $f^{(1)}, \ldots, f^{(P)}$, i.e., $f(x^{(q,i)}; \theta) = \frac{1}{P} \sum_{p=1}^{P} f^{(p)}(x^{(q,i)})$. The $P$ trees are diversified by considering at each split only $d' < d$ randomly chosen features (we use the common rule of thumb of setting $d'$ to 10% of the number of features). We let each tree to grow to full depth and avoid overfitting by using a large number of trees. The hyperparameter $P$ is determined as the number of trees after which the cross-validation error stops decreasing.

3) **Gradient Boosted Regression Trees (GBRT).** Gradient Boosted Regression Trees (GBRT) were first introduced in [21] and have been shown to be among the best known models for document ranking (e.g., the best performing systems in the recent Yahoo Learning to Rank Challenge [22] use some form of GBRT). This model also predicts by averaging the outputs of $P$ regression trees. However, unlike in case of the random forest where the trees are high-variance classifiers independently learned, the GBRT trees are trained in sequence and are constrained to have small depth so that each individual tree has a high bias (in our experiments we set the depth to 4). Each tree is optimized to correct the prediction of the training documents responsible for the current regression error (for further details on the learning procedure see [23]). In this case $P$ is chosen via grid-search on the cross-validation error. The random forest and the GBRT are trained with the code from [24].

5 **DISCUSSION OF COMPUTATIONAL AND STORAGE COSTS**

In the paragraphs below we describe in detail the additional computational and storage cost posed by our image-based reranking scheme. Our analysis shows that our system is sufficiently efficient to be deployed on existing search engines for Web-document search without causing any significant delay in response time.

**Gathering image examples for a query.** Note that while we exploited an existing image-search engine (Bing Images [6]) to retrieve images from which classeme features were then extracted, in a real application scenario the classeme vectors (which are query-independent) would be precomputed at the time of the creation of the index by the image-search service. Then the image and document queries would be issued in parallel, and the image index would return only the 333 bytes classeme vector per image. As a reference, Google Images [5] and Bing Images [6] report search times of a few tens of a second per query. This would be the effective time needed to retrieve precomputed classemes for the top images of a query.

**Training the visual classifier.** One of the fundamental advantages of the classeme vector is that it enables excellent recognition accuracy even with linear classifier, which are very efficient to train [4]. For example, using for each query a positive training set $I^+$ of 50 Bing Images and a fixed negative set $I^-$ of 30,000 images, the learning of a linear SVM on classeme features with the LIBLINEAR software [25] takes on average 0.056 seconds (runtimes were measured on a standard budget PC with an Intel Core i7-930 CPU @ 2.80GHz). As a comparison, note that running the unsupervised image-based learning method of [3] on the photos of the top-200 documents for a given query takes much longer: 3 minutes and 9 seconds on average, using the same machine reported above.

**Testing the visual classifier on images of Web pages.** We would like to emphasize that our reranking scheme requires evaluation of the visual classifier only on the images of the top-200 documents retrieved by the text-search engine. Thus, under the assumption that the classeme feature vectors are precomputed for all images of Web pages (see paragraph below for an analysis of the added storage cost), the testing of the linear visual model for each query becomes negligible: only 0.0192 milliseconds on average in our tests performed on the same computer listed above.

**Storage cost of the visual representation.** As for the storage cost, our system requires saving the classeme vectors of the valid images in each Web page. In the Category B Clueweb09 dataset [26] used for our experiments, each document contains on average 1.44 valid images. Thus, the added storage cost due to the use of images is less than 500 bytes per document, which can be easily absorbed by modern retrieval systems.

6 **EXPERIMENTS**

6.1 **Training and evaluation setup**

We evaluate our system on the benchmark of the TREC 2009 Million Query Track (MQ09) [8], which involves ad-hoc retrieval over a large set of queries. The benchmark is based on the “Category B” ClueWeb09 dataset [26] which includes roughly 50 million English pages crawled from the Web. The publicly available distribution of this dataset includes the original HTML pages collected by the ClueWeb09 team in January and February 2009, but not the images linked in them. In order to run our image-based system on this collection, in September 2011 we attempted to download all pictures linked in these documents. Unfortunately many of the original pages and images were no longer available on the Web. Thus here we restrict our experimental analysis only to the pages for which we successfully downloaded all images linked.
in the original document. This amounts to 41% of the pages in the Category B ClueWeb09 collection.

In order to train and test our reranking system, we use the publicly available MQ09 queries and human relevance judgements [27]. These are suitable labels to train an image-based system as the judgements were collected by showing the assessors the full Web pages, with pictures included. In all, judgements are available for 684 queries, with each query receiving either 32 or 64 document assessments. The possible relevance values are “not relevant” ($y_{jk} = 0$), and “relevant” ($y_{jk} = 1$). The report of the MQ09 competition [8] asserts that “it is possible to reuse MQ09 topics and judgments for within-site comparisons, that is, comparisons between new runs that are developed by the same sites that contributed to the track”. Thus, in order to meet the conditions for reusability of the MQ09 topics and judgements, we selected as one of our base text-search engines $S$ the UDMQAxQEWeb system [28], which was one of the systems participating in the MQ09 competition and actually one achieving the highest accuracy on this benchmark. The ranking lists of UDMQAxQEWeb on the MQ09 queries are publicly available at [29]. The UDMQAxQEWeb engine uses an axiomatic retrieval model to rank documents based on a semantic term matching method (for further details on the approach refer to [28]). For brevity, we refer to this system as UDMQ.

In order to test the flexibility of our approach to work with different text-search systems $S$, we also present results using the popular Indri search engine [30]. We selected this engine as it implements state-of-the-art ranking methods and provides a batch query service on the Category B ClueWeb09 dataset through which we were able to obtain the ranking lists for the MQ09 queries. Unlike UDMQ, Indri did not participate to the MQ09 competition. Thus, while the estimate of the absolute accuracy of Indri according to the MQ09 relevance judgements may be unreliable, here we use it just as a baseline to judge the relative improvement produced by reranking its search results with our system.

We generate the vectors $r$ by truncating the ranking lists of both search engines at $K = 200$. We employ 10-fold cross validation over the queries, thus using in each run 9/10th of the queries for training and the remaining 1/10-th of the queries for validation. Performance is measured as estimated precision at 10 and 30, which give the proportion of relevant documents in the top 10 and 30, respectively. We focus on these performance measures as our main goal is to improve the relevancy of the documents in the top part of the ranking list. The precision is estimated using the “statistical evaluation method” [8], which draws and judges random samples of documents from the given ranked lists and produces unbiased, low-variance estimates. We use the official MQ09 evaluation scripts and denote the resulting performance measures as statMPC@10 and statMPC@30.

### 6.2 TREC results

We begin by comparing the accuracy of the text-based search engines (UDMQ and Indri) to the different image-based ranking models introduced in section 4.2. In addition, we include results obtained with the image-based system of Zhou and Dai [3]. Note that for this algorithm we also use classemes as representation for the images, so as to compare all image-based reranking schemes on equal ground, i.e., on the same visual input. We compute the prototypical representation of the query proposed in [3] using the images in the top-200 documents retrieved by the text-search engine and then fuse their image-based rank with the text-based rank according to the model described in their paper. As for our system, even for this algorithm we tuned all hyperparameters using cross-validation.

Table 1 summarizes the results. First, we see that all image-based rerankers yield higher values of

<table>
<thead>
<tr>
<th>$S$ = UDMQ</th>
<th>Ranking using text only ($S$)</th>
<th>48.2</th>
<th>38.8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Image-based reranking of Zhou and Dai [3]</td>
<td>49.8</td>
<td>40.4</td>
</tr>
<tr>
<td></td>
<td>Our image-based reranking w/ Ranking SVM</td>
<td>48.3</td>
<td>38.7</td>
</tr>
<tr>
<td></td>
<td>Our image-based reranking w/ Random Forest</td>
<td>53.2</td>
<td>32.5</td>
</tr>
<tr>
<td></td>
<td>Our image-based reranking w/ GBRT</td>
<td>64.5</td>
<td>46.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$S$ = Indri</th>
<th>Ranking using text only ($S$)</th>
<th>27.7</th>
<th>27.7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Image-based reranking of Zhou and Dai [3]</td>
<td>27.2</td>
<td>27.7</td>
</tr>
<tr>
<td></td>
<td>Our image-based reranking w/ Ranking SVM</td>
<td>27.8</td>
<td>27.3</td>
</tr>
<tr>
<td></td>
<td>Our image-based reranking w/ Random Forest</td>
<td>31.6</td>
<td>23.4</td>
</tr>
<tr>
<td></td>
<td>Our image-based reranking w/ GBRT</td>
<td>37.3</td>
<td>27.2</td>
</tr>
</tbody>
</table>

**TABLE 1**

Mean precision @ 10 and 30 on the TREC 2009 Million Query benchmark using different ranking models. Top: search engines based on UDMQ. Bottom: search engines based on Indri. Our image-based GBRT reranker achieves by far the best precision @ 10 by greatly outperforming the text-based search engines (UDMQ and Indri). The image-based reranking schemes do not provide significant advantages in precision @ 30.
Next, we would like to investigate which of our features contribute to the improvement over the pure text-based system $S$. To this purpose we select the GBRT-based visual reranker (red) and Indri (yellow). Removing the visual content features ("text + visual metadata") or the visualness features from our descriptor causes a drop in performance, which suggests that all our features contribute to the improvement over the pure text-based system $S$.

statMPC@10 than the base search engines using text only. Among these models, the GBRT visual reranker is by far the best, improving by over 33% the precision of UDMQ, which achieved the highest accuracy among all search engines participating in the MQ09 competition. This is a clear indication that our image-based features provide new and relevant information compared to that captured by traditional text-based engines. Instead, no much gain is achieved in terms of statMPC@30. Empirically we found that our reranker tends to apply fairly small displacements to the positions of documents in the original ranking list. While these small rearrangements have a positive impact on the top-10 lists examined by statMPC@10, they are too small to change sensibly the statMPC@30. Furthermore, we note that, since we adopt a reranking strategy, the statMPC@30 of our system is limited by the number of relevant documents among the $K$ candidate pages retrieved by the text-search engine. In fact, we found that the performance of our algorithm is not far off from that produced by an ideal reranker that places the ground-truth relevant documents of the candidate list at the top ranking positions: such perfect system would give a value of 43.6% in statMPC@30. This indicates that in order to further increase the accuracy in the top 30 positions, it is necessary to improve the recall of relevant documents in the initial candidate list.

Next, we would like to investigate which of our features contribute to the statMPC@10 improvement. For this purpose we select the GBRT-based visual reranker as our model since it produced clearly superior results over the other models. We retrain the GBRT model using two different variants of our feature vector: 1) "text + visual metadata" (i.e., we use only the subvector $x_{1-4}^{(q,i)}$ consisting of the first four features, which do not capture the content of the images); 2) the vector "all features – visualness" (i.e., all our features excluding $x_{2}^{(q,i)}$, which capture the document-independent visualness of the query in terms of the visual classifier accuracy and the visual concept frequency). The results are presented in Figure 2 using UDMQ (red bars) and Indri (yellow bars) as base retrieval models $S$. From these plots we see that, although GBRT with the "text + visual metadata" descriptor achieves accuracy slightly superior to the text-based search engines, the performance is not as good as when our approach uses all features, including the visual content. This suggests that despite the noisy nature of the Bing images utilized as training examples, the resulting visual classifier does capture information that is useful to predict whether a document is relevant with respect to the input query. Finally, we would like to point out that excluding the query visualness features from our feature vector also causes a drop in accuracy. We believe that this happens as these features allow the reranker to determine whether the input query is visually recognizable and specific so as to properly modulate the contribution of the visual content features in the reranking function.

Table 2 provides interesting information about the importance of each individual feature by showing the statMPC@10 accuracy achieved by using a single feature at a time from our set. Note that for this experiment we treat the entries $x_{9}^{(q,i)}$, $x_{10}^{(q,i)}$, and $x_{11}^{(q,i)}$ as a single feature, since they collectively represent a histogram of scores. We omit from this analysis $x_{9}^{(q,i)}$ and $x_{10}^{(q,i)}$ since these features are constant for all documents of a query and thus not useful individually for ranking. As expected,
A comparison across queries between the text-based engines and the GBRT image-based reranker: the “queries where \( S \) wins” are those for which the text-based search engine provides higher prec@10 than our approach. The “median image classification error” is computed from the cross-validation error of the visual classifier. Note that this error is higher for the queries where \( S \) wins compared to the queries where our approach is superior: this suggests that our method does better when the query is more easily recognizable in images.

<table>
<thead>
<tr>
<th>( S )=UDMQ</th>
<th>% queries</th>
<th>median gain in prec@10 (%)</th>
<th>median image classif. error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>queries where ( S ) wins</td>
<td>15.3</td>
<td>20.0</td>
<td>29.4</td>
</tr>
<tr>
<td>queries where our method wins</td>
<td>12.6</td>
<td>33.1</td>
<td>25.7</td>
</tr>
<tr>
<td>queries with a tie</td>
<td>72.1</td>
<td>n/a</td>
<td>27.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( S )=Indri</th>
<th>% queries</th>
<th>median gain in prec@10 (%)</th>
<th>median image classif. error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>queries where ( S ) wins</td>
<td>12.6</td>
<td>20.0</td>
<td>27.7</td>
</tr>
<tr>
<td>queries where our method wins</td>
<td>14.5</td>
<td>29.5</td>
<td>25.2</td>
</tr>
<tr>
<td>queries with a tie</td>
<td>72.9</td>
<td>n/a</td>
<td>28.4</td>
</tr>
</tbody>
</table>

**TABLE 3**

In order to verify that our performance gain is truly due to visual recognition rather than matching of image-duplicates, we checked for the presence of identical copies of the Bing images in the pictures of the top-10 documents. We found zero duplicates. In addition, we tested for “near duplicates”, such as images differing only in terms of size, compression, or cropping: for each query, we manually inspected the image pair with the smallest L2 classeme distance (among all pairs of Bing images and photos in the top-10 documents) and we found a single near-duplicate out of more than 600 queries (a photo of the 1789 US judiciary act saved at two different resolutions). This stresses that the improvement enabled by the features \( x_{7-11}^{(q,i)} \) in our vector is truly due to the extraction of semantic information from the images.

In Table 3 we report the percentage of queries for which our image-based GBRT reranker provides a higher value of prec@10 than \( S \), i.e., “wins” over the text-based engine. Our method and \( S \) are tied for roughly 72% of the queries, while the number of times one wins over the other are fairly evenly divided. However, in the cases where our system wins, it provides a much higher boost in prec@10, compared to the cases when \( S \) wins (+33.1% vs +20% and +29.5% vs +20% when comparing to UDMQ and Indri, respectively). Finally, it is interesting to observe that the median cross-validation error of the visual classifier is lower for the queries where our system improves over \( S \) compared to the queries where \( S \) does better.

In Figure 3 we show a few examples of queries where our approach does better than UDMQ and queries corresponding to the opposite case.

### 6.3 Validation using crowdsourcing

In this section we describe an exhaustive validation of our search results using a crowdsourcing platform. The purpose of this experiment is to perform a direct comparison between our system and the text-based search engine that is used by our method to produce the initial candidate list. While the TREC MQ09 relevance judgements allow us to obtain an absolute measure of precision, in this crowdsourcing experiment we are focusing exclusively on the task of verifying the beneficial effect of our image-based reranking method with respect to the text-based retrieval baseline. Thus, we perform our own independent evaluation by collecting relevance labels using the crowdsourcing platform of Amazon Mechanical Turk (MTurk) [31] for both our search results (using UDMQ as text-search engine \( S \)) and those directly produced by UDMQ.

Specifically, for each MQ09 query, we generated a list of potentially relevant documents by merging the top 10 documents retrieved by UDMQ and the top 10 returned by our system using GBRT as reranking method. The Web pages in this list were then inspected for relevance by MTurk workers. To avoid biases we reshuffled the order of the documents in
<table>
<thead>
<tr>
<th>Query</th>
<th>Image error</th>
<th>Bing training images</th>
</tr>
</thead>
<tbody>
<tr>
<td>raw juices</td>
<td>0.21</td>
<td><img src="image1" alt="Bing images" /></td>
</tr>
<tr>
<td>william clark</td>
<td>0.24</td>
<td><img src="image2" alt="Bing images" /></td>
</tr>
<tr>
<td>rio grande</td>
<td>0.25</td>
<td><img src="image3" alt="Bing images" /></td>
</tr>
<tr>
<td>foodnetwork</td>
<td>0.28</td>
<td><img src="image4" alt="Bing images" /></td>
</tr>
<tr>
<td>squamous cell carcinoma</td>
<td>0.15</td>
<td><img src="image5" alt="Bing images" /></td>
</tr>
<tr>
<td>elliptical trainer</td>
<td>0.12</td>
<td><img src="image6" alt="Bing images" /></td>
</tr>
<tr>
<td>all earthquake list</td>
<td>0.30</td>
<td><img src="image7" alt="Bing images" /></td>
</tr>
<tr>
<td>pest control education</td>
<td>0.46</td>
<td><img src="image8" alt="Bing images" /></td>
</tr>
<tr>
<td>sterling planet</td>
<td>0.36</td>
<td><img src="image9" alt="Bing images" /></td>
</tr>
<tr>
<td>piggly wiggly store ads</td>
<td>0.29</td>
<td><img src="image10" alt="Bing images" /></td>
</tr>
<tr>
<td>alcoholism genetics</td>
<td>0.37</td>
<td><img src="image11" alt="Bing images" /></td>
</tr>
<tr>
<td>wounded warrior act</td>
<td>0.34</td>
<td><img src="image12" alt="Bing images" /></td>
</tr>
</tbody>
</table>

Fig. 3. Visualization of a few queries where our system produces (a) higher and (b) lower values of prec@10 compared to UDMQ. For each query we show the 5 Bing training images that receive the largest classification score by the learned visual classifier. The image error is the cross-validation error rate of the visual classifier trained on Bing images. Note how the image error tends to be lower for the queries in (a) compared to those in (b): indeed, our approach tends to do better when the query corresponds to a visual concept (see results in Table 3).
TABLE 4

Exhaustive manual assessment of the top-10 search results for all MQ09 queries using crowdsourcing. Our method is found to yield higher “Mean Precision at 10” (MP@10) and higher “Mean Average Precision at 10” (MAP@10) compared to UDMQ. Furthermore, our system provides better ranking results on many more queries than UDMQ in terms of both “Precision at 10” (prec@10) and “Average Precision at 10” (AP@10).

<table>
<thead>
<tr>
<th></th>
<th>MP@10 (%)</th>
<th>higher prec@10 (% of queries)</th>
<th>MAP@10 (%)</th>
<th>higher AP@10 (% of queries)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDMQ</td>
<td>64.7</td>
<td>13.5</td>
<td>54.5</td>
<td>28.9</td>
</tr>
<tr>
<td>Our method</td>
<td>66.8</td>
<td>26.7</td>
<td>56.6</td>
<td>47.6</td>
</tr>
</tbody>
</table>

Fig. 4. Precision and Normalized discounted cumulative gain (NDCG) obtained with UDMQ and our approach for a varying number of top documents retrieved (K). Here we focus on performance when K is small, as typically in Web search we are mostly interested in producing accurate results for the first few documents retrieved. Our method outperforms the text-based search engine UDMQ according to both accuracy metrics.

The results of this manual assessment are summarized in Table 4. Using these labels we computed the Mean Precision at 10 (MP@10) for both UDMQ and our system: the resulting accuracy of our system was found to be 66.8% versus a value of 64.7% for UDMQ. Thus, this independent test confirms the accuracy improvement of our system over UDMQ, albeit with a smaller margin than that estimated by the statMPC@10 measure of MQ09 (again, we stress that the MTurk-based numbers should not be interpreted as absolute accuracy values but rather as indicators of relative performance). Furthermore, according to these human-judgement labels, our system provides better precision at 10 than UDMQ on 26.7% of the queries, while UDMQ wins on only 13.5% of the queries (the two systems are tied on 59.8% of the queries).

We also measured the performance of the two systems in terms of Mean Average Precision at 10 (MAP@10), which is the sample mean over all queries of the Average Precision at 10 (AP@10) computed for each query. The AP@10 is an appropriate evaluation measure as it considers for each query not only how many relevant documents are in the top-10 but also how these are ranked within the top-10 list, by rewarding rankings where the relevant documents occupy the first few positions. From Table 4 we see that even according to this performance measure our system yields better results on many more queries than UDMQ (47.6% versus 28.9% of the queries) and
provides overall higher MAP@10.

In Figure 4 we plot Mean Precision and Normalized discounted cumulative gain (NDCG) as a function of the number of documents retrieved for both UDMQ and our image-based document reranking. This figure shows that our use of image content consistently improves accuracy of the very top documents.

Because our system reranks using image content, we expect that it should yield improvements only on queries that have a strong visual meaning. This suggests that perhaps improved performance can be obtained with a hybrid approach that first determines whether the query is visual or non-visual; then the system would use our reranking approach only if the query is visual, while it would handle non-visual queries via traditional text-based search (i.e., using UDMQ). We implemented such a hybrid architecture using the cross-validation image error of the visual classifier trained on Bing Images to decide whether the query is visual (note that we optimized the threshold on the visual classifier error to yield the best possible accuracy with this hybrid method). However we found that the resulting MP@10 of the hybrid algorithm is 66.6%, i.e., lower than the 66.8% obtained by using our image-based reranking method on every query. The reason is revealed by Table 5, which shows the accuracy of UDMQ and our method separately on visual queries and non-visual queries: our approach does better than UDMQ on both visual and non-visual queries, although the improvement is particularly noticeable on visual queries. We have obtained the same qualitative result by manually classifying the queries into visual and non-visual. Even in such case our method performed better than UDMQ on both kinds of queries.

In Figure 5 we show the relevant Web pages added to the top-10 list by our method compared to the ranking produced by UDMQ for the best 5 queries. This figure provides an intuitive insight about the accuracy improvements enabled by our system: note how nearly all the documents inserted in the top-10 list contain pictures semantically related to the query.

### TABLE 5
Mean precision @ 10 of UDMQ and our approach on visual and non-visual queries. In this experiment we declare a query to be visual if the cross-validation error of the visual classifier trained on Bing images of that query is below a certain threshold. Our approach outperforms UDMQ even on non-visual queries (although the improvement is much larger for visual queries).

<table>
<thead>
<tr>
<th></th>
<th>UDMQ</th>
<th>Our method</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP@10 (%) on Visual Queries</td>
<td>66.2</td>
<td>66.8</td>
</tr>
<tr>
<td>MP@10 (%) on Non-Visual Queries</td>
<td>64.3</td>
<td>66.8</td>
</tr>
</tbody>
</table>

### 7 CONCLUSIONS
In this paper we have investigated the largely unexplored topic of how to use images to improve Web document search. We have demonstrated that by using modern methods and representations for image understanding, it is possible to enrich the semantic description of a Web page with the content extracted from the pictures appearing in it. We have shown that this yields a 33% relative improvement in accuracy over a state-of-the-art text-based retrieval baseline. All this is achieved at the small cost of a few additional hundred bytes of storage for each page. While in this work we have focused on a reranking strategy, we believe that our framework is sufficiently efficient to support in the near future the application of a single joint search model over text and images in the Web collection.
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Fig. 5. Visualization of the 5 queries where our system yields the highest gain in prec@10 according to the crowdsourced relevance labels. For each query we show the relevant Web pages that are ranked in the top-10 list of our system and that are *not present* in the list of UDMQ. Note that nearly all documents contain pictures that are highly representative of the concept expressed by the query.
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