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1 Introduction

The human body immune response to a vaccine or protein therapeutic largely determines the utility of that
drug. Promising medicines which cause an immune reaction are unfortunately not usually viable. An im-
mune function begins when so called antigen presenting cells (APC) ingest and digest exocellular biological
molecules and display short parts of the cleaved antigen, an epitope, on the cell surface by binding the epi-
tope to a Class II major histocompatibillity complex (MHC). The binding between an MHC protein and an
epitope is the first stage, the detection step, in the bodies adaptive immune response to an antigen. [3] If
protein engineers could predict which epitopes bind to MHC, then they could design therapeutic proteins
that are less likely to elicit an immune response from patients, which as mentioned, typically renders a
medicine useless. The accumulation of large quantities of data about MHC protein structure and function
has allowed the application of bioinfomatics and machine learning techniques to make realistic models,
and hence predictions, of which epitopes bind and do not bind to MHC. Indeed many reviews describe the
problem motivation and current work in the field. [5, 14]

We seek to classify epitopes as binders or non-binders to specific MHC Class II alleles. Several curated
databases contain thousands of epitopes characterized through biological assays. [6, 8] A typical entry in
a database contains the epitope primary structure, the MHC Class II allele to which the epitope binds and
the binding affinity. The binding affinity can be expressed as a discrete class, for example as none, mild,
moderate, or high; or it can be expressed as a positive real number, usually as the IC50 value.

Due to the scientific interest and practical importance of these predictions a literature exists to assess
the accuracy of prediction tools. Not only can we compare our results to published results, but we can
also directly use publicly available data sets and webservers from this literature to test and compare our
implementation. [4, 9] One popular tool in particular to compare against is the ProPred webserver. [11]
ProPred uses ”virtual” matrices which are calculated with mostly bioinformatics tools such as sequence and
structure alignment of different MHC Class II alleles. In this fashion biological data available from one allele
can be applied towards modeling the other. It is interesting to compare and contrast purely machine learning
tools, such as SMM-align [7] or our SVM implementation, with the ProPred bioinformatics approach.

2 Methods

2.1 Learning Feature Vectors and Kernels

The variable length epitope sequences are first converted into fixed length feature vectors. The epitopes
are short sequence of amino acids, and a feature vector has to be constructed to represent the structural and
physico-chemical properties of the peptides. Each of the feature vectors is 21 elements long. [2] We divided
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Figure 1: Example derivation of a feature vector.

the 20 amino acids into three groups based upon their hydrophobicity, rather than treating each of the 20
amino acids as a separate group. This is done because many amino acids have same hydrophopic properties,
and can be treated as a group, rather than redundantly treating each of them as a separate group. We then
defined 3 descriptors, composition (C), transition (T) and distribution (D), to describe the global composition
of the epitopes. The descriptor C was computed as a vector of 3 real numbers, each corresponding to the
fraction of amino acids for each of the above 3 groups, found in the epitope. So C1 gave the fraction of amino
acids from group one, C2 from group 2 and C3 from group 3 in the epitope. The descriptor T characterizes
the fraction of frequency with which amino acids from a group are followed and preceded by amino acids
from a different group. T1 gives the fraction of transitions from class 1 to class 2, T2 gives the fraction of
transitions from class 1 to class 3, and T3 gives the fraction of transitions from class 2 to class 3. The third
descriptor D, is the chain length up to which, the first, 25%, 50%, 75% and 100% of amino acid of each
class are found in the peptide sequence. We have D1, D2 and D3 for the 3 groups mentioned above and each
of these, have 5 elements for first, 25%, 50%, 75% and 100%. Hence the feature vector consists of 3 + 3 +
(3*5) features, making it a 21 element long vector Fig. 1.

We create the feature vectors for all the epitopes. These feature vectors form the input to the SVM
learning algorithms. We tried to learn first a linear SVM model for the feature vectors. We used MATLAB
function quadprog for it for the dual problem. The MATLAB function quadprog did not converge. We
then tried the C-SVC program with the RBF kernel of the LIBSVM software package [1]. Next we learnt
the SVM parameters using Manik Varma’s algorithm GMKL [13], which is a generalized multiple kernel
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learning algorithm. Multiple kernel learning algorithms learn a linear combination of base kernels from the
training data. Manik Varma et al. extended the idea of combining kernels to a non-linear combination of
base kernels. The algorithm works in two stages, in the outer loop, the kernel is learnt by optimizing over the
weights of individual kernels, and in the inner loop the SVM parameters are learnt using the present value of
the kernel. This is continued till convergence of the SVM parameters. The step size used in the outer loop
is chosen based on the Armijo rule to guarantee convergence and then a projection of the weights vector is
made. We used 3 different kernel options within GMKL, sum of RBF of individual kernels, product of RBF
of individual kernels and product of exponential kernel of pre-computed distance matrices.

2.2 Datasets

We downloaded the binder and non-binder epitope data from MHCBN database for three different alleles,
HLA-DRB1*0301, HLA-DRB1*0701 and HLA-DRB1*1101 (allele 3, 7 and 11 respectively). These data
sets have unique lists of peptides for binders and non-binders (UPDS). The number of non-binders (200+)
is generally less than the number of binders (500+), hence we could not do cross-validation for training the
SVM parameters. We chose a set of 100 binders and 100 non-binders randomly to construct the training
data set. The remaining data from the set of unique peptides was used as test data. We carried out the
experiments on a range of subsets of the training data set. The sub sets were chosen by incrementing the
number of examples on which to train the SVM. We started with 20 epitopes, 10 of each class, and went
on to increase the number of training examples to 200, 100 of each class. We learn separate SVMs for
each different allele. After the SVM parameters were learned, we tested it on the respective test data set
(mentioned above). We also tested the learnt SVMs for each allele on similarity reduced test data sets. These
were downloaded from (give the site name). These data sets have been created so that, the epitopes in these
datasets are only some percentage similar to each other. The first reduced similarity data set is SRDS1; this
data set is constructed from the UPDS data set such that none of the epitopes in SRDS1 have a common 9
residue long subsequence. The second reduced similarity data set is SRDS2; this data set is constructed from
SRDS1 by throwing away epitopes that are 80% or more similar to any of the other epitopes. The third data
set SRDS3 is constructed from UPDS by applying similarity reduction techniques introduced by Raghava
[9]. We used the data for each of the above-mentioned alleles from the 3 similarity reduced datasets to carry
out further tests with the learnt SVMs.

3 Results

3.1 Support Vector Machines

Fig. 2 and Fig. 3 show the plots of error rate vs. the training sample size for different datasets for Allele
3. Fig. 4 and Fig. 5 show the plots of error rate vs. the training sample size for different datasets for Allele
7. Fig. 6 and Fig. 7 show the plots of error rate vs. the training sample size for different datasets for Allele
11. LIBSVM and Manik Varmas model with the sum of RBF kernels of individual features have a problem
of being underfit models. The former uses a RBF kernel over all features and the latter uses sum of RBF
kernels of individual features. Manik Varmas model with the sum of RBF kernels of individual features
performs slightly better than LIBSVM, but both of them do not increase the dimension. The kernels used in
either of these methods are not complex enough to separate the binding epitopes from the non-binding ones.
Hence increasing the size of the training set does not help to reduce error-rate for prediction of binders from
non-binders. These two methods across all 3 alleles have shown a rise in the training set error rate. The other
2 methods, namely Maniks code with the product of RBF kernels of individual features and Maniks code
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with the product of kernels of pre-computed distance matrices of the objects are better fitting models for the
purpose of classification of epitopes into binders and non-binders. The higher dimensional kernels (tensor
product) can actually differentiate the data better. Similarity reduction in data sets improves the performance
of all the methods. For Allele 3 and Allele 7 the error rate for non-binder prediction is higher than binder
prediction, but for Allele 11 its vice-versa across the methods using GMKL techniques.

3.2 SVM compared with ProPred and SMM-align

We compared the results obtained by using LIBSVM and Manik Varmas algorithm with various kernel
options with the prediction results of the same test data sets obtained from ProPred and SMM-Align. Fig. 8

ProPred is a webserver based on the method of Sturniolo. [12] Sturniolo’s group sought to characterize
each of the 9 binding positions independent of each other on over 50 different MHC Class II alleles. Es-
sentially they measured the binding affinity of each of the 20 amino acids to each of the 9 binding positions
on a limited number of alleles with known structure. Call these alleles characterized and the other alleles
uncharacterized. They performed sequence and structural alignment between characterized and uncharac-
terized alleles for each of the 9 binding positions. The uncharacterized allele binding positions were said to
have the same properties as the characterized allele binding positions with which they best aligned. Bind-
ing positions were aligned independently so an uncharacterized allele could take the properties of binding
position 1 from a certain allele and the properties of binding position 2 from a different allele and so on. In
this fashion over 50 different 20 by 9 ”virtual” position specific scoring matrices were derived. The binding
affinity of a 9mer peptide to an allele is equal to the sum of the scores at each position from the allele virtual
matrix. ProPred considers a peptide a binder to an allele if the binding affinity between peptide and allele is
greater than a threshold. The weakest threshold is set equal to the average score of the top 10% of 9mers.

SMM-align is a machine learning method implemented on the netMHCII webserver. [10] Nielsen and
his group also learn 20 by 9 position specific scoring matrices for each allele; however, they learn scores with
a regularized least mean squares method directly from measured IC50 binding affinity values and peptide
primary structure now available in large databases. Their matrices predict the IC50 binding affinity value of
input peptides. Generally, a binding value less than 50 is considered a strong binder, a binding value of less
that 500 is considered a fair binder, and a binding value of less than 5000 is considered a weak binder. No
known validated epitopes have a measured value greater than 5000.

Both ProPred and SMM-align implement an important expert rule, namely, only 7 hydrophobic amino
acids (F, I, L, M, W, V and Y) may occupy binding position number 1 in a bound MHC Class II peptide.
Had we more time, we would have implemented this rule for SVM.

Each of the different methods have similar misclassification rates for binders and non-binders of the 3
alleles across the 3 similarity reduced datasets, i.e. for every method, the misclassification rates of binders
and non-binders are almost same for the different similarity reduced data sets of the 3 alleles. The error rates
are mostly lower for the similarity reduced dataset than for the unique peptide data sets (UPDS) for both
binders and non-binders of all alleles, across all methods. SMM-Align does the worst in predicting binders
across all datasets for the 3 alleles and best when predicting non-binders for Allele 3 and Allele 11. ProPred
does better on binder prediction than SMM-Align but performs worse than the other methods. LIBSVM
and Manik Varmas code with the sum of RBF kernels of individual features perform similarly across all
datasets, though the latter is slightly better than the former. Maniks code with the product of RBF kernels
of individual features and Maniks code with the product of kernels of pre-computed distance matrices of the
objects give the exact same errors for binder and non-binder prediction across all data sets. Also these two
methods have the best overall performance because of the higher dimensional kernels that they use.
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Figure 2: allele 3
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Figure 3: allele 3
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Figure 4: allele 7
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Figure 5: allele 7
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Figure 6: allele 11
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Figure 7: allele 11
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FN : Misclassified 
Binders, FP: Misclassified 
Non‐binder 

ProPred  SMM‐
Align 

LIBSVM  MANIK 
+ 
Kernel 
Type 1 

MANIK 
+ 
Kernel 
Type 2 

MANIK 
+ 
Kernel 
Type 3 

FN  0.41  0.43  0.18  0.24  0.43  0.43 UPDS 
FP  0.45  0.01  0.75  0.55  0.64  0.64 
FN  0.40  0.75  0.13  0.23  0.18  0.18 SRDS1 
FP  0.50  0.04  0.64  0.46  0.34  0.34 
FN  0.39  0.76  0.14  0.24  0.17  0.17 SRDS2 
FP  0.49  0.04  0.62  0.46  0.33  0.33 
FN  0.41  0.78  0.12  0.21  0.13  0.13 

Allele 
3 

SRDS3 
FP  0.44  0.04  0.61  0.44  0.35  0.35 
FN  0.49  0.51  0.39  0.41  0.49  0.49 UPDS 
FP  0.33  0.25  0.50  0.08  0.16  0.16 
FN  0.49  0.53  0.32  0.34  0.34  0.34 SRDS1 
FP  0.19  0.15  0.27  0.17  0.01  0.01 
FN  0.43  0.46  0.32  0.29  0.34  0.34 SRDS2 
FP  0.18  0.15  0.28  0.18  0  0 
FN  0.49  0.54  0.35  0.29  0.30  0.30 

Allele 
7 

SRDS3 
FP  0.24  0.22  0.27  0.20  0.01  0.01 
FN  0.60  0.74  0.29  0.50  0.50  0.50 UPDS 
FP  0.52  0.37  0.67  0.47  0.60  0.60 
FN  0.55  0.71  0.29  0.38  0.46  0.46 SRDS1 
FP  0.36  0.07  0.52  0.34  0.21  0.21 
FN  0.56  0.73  0.31  0.35  0.47  0.47 SRDS2 
FP  0.37  0.07  0.52  0.34  0.21  0.21 
FN  0.54  0.73  0.30  0.34  0.42  0.42 

Allele 
11 

SRDS3 
FP  0.32  0.08  0.53  0.31  0.18  0.18 

 

Figure 8: Misclassification rates of our and other methods (see text).
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4 Conclusion

Fewer numbers of non-binders in the data sets lead to less representation of non-binders and may be the
cause of higher misclassification rates in predicting non-binders. Increasing the number of features could
have further reduced the error rates. Had we more time, we could have extended the feature space to include
more physico-chemical features like solvent accessibility, normalized Vander-Waals volume, surface tension
and secondary structures to name a few. Generalized Multiple Kernel Learning (GMKL) algorithm seeks
to improve classification, using SVM by learning and using non-linear combinations of kernels. The fact
that Manik s code along with products (tensor) of kernels of individual features and pre-computed distance
matrices produces better classification results than using a single kernel (LIBSVM) or a linear combination
of kernels (Maniks code with sum of RBF kernels) shows that GMKL is indeed a better approach than MKL.
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