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1 The Task

This project is an application of supervised learning algorithms. Our objective is to detect vehicles in still

images obtained from an intersection traffic camera.

Figure 1: A conceptual illustration of the project objective

2 The Original Dataset

The raw dataset used for this project is obtained from the Hanover Police Department. It is a collection of

still images taken from a single traffic camera mounted on the Lyme/ North Park intersection near Dartmouth

Medical School. This database contains images taken during late January 2012. For this project, we restrict

ourselves to only daytime images.

3 The Approach

We used the Viola-Jones face detector method [4] to detect vehicles from the image. Although this method

was originally designed to detect faces, the concept presented in the paper can be applied to detecting objects

of other kinds provided suitable training sets are used. Several papers have demonstrated so in the context

of vehicle detection [2],[1],[3].

3.1 Brief Description of the Viola Jones Detector

The Viola-Jones framework has three important characteristics:

- its feature selection process based on integral images and Haar-like features: sums of image pixels within

rectangular areas

- its learning method based on training weak learners and blending their outputs to make a strong classifier,

reweighting examples at each training step (Adaboost)

- its ‘attentional cascade’ structure which builds on the premise that when scanning an image for faces, the

detection speed can be increased if negative regions are quickly discarded using initial classifiers and more

complex classifiers only focus on the more promising regions of the image. (see Figure 3).
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Figure 2: A sample image from the dataset

Figure 3: Depiction of detection cascade (figure source: [4])

The Viola-Jones detector uses Adaboost for both feature selection and learning. The early features

chosen by Adaboost are meaningful. For example, for face detection, Haar-like objects such as those shown

in Figure 4 are chosen and they may represent the contrast between the eyes and nose or the eyes and

cheeks. For vehicle detection similar features may represent the dark region underneath a car or the two

tires (Figure 5) .
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Figure 4: Haar-like features used for face detection (figure source: [4])

Figure 5: Haar-like features used for car detection (figure source: [4])

3.2 Project Strategy

One of the biggest challenge of our project is that, unlike the datasets used in the previous works mentioned

above, we do not have pictures of vehicles from the same angle, i.e., background or foreground. On the other

hand, our images includes vehicles from various angles due to the location of the camera and the fish-eye

view. Appearance of vehicles vary greatly depending on where the vehicles are located in relation to the

intersection. For example, the vehicles on the right of the intersection are seen from the top mostly, whereas

the vehicles coming down from the top road are seen more from the side. Also the size of the vehicles are

highly distorted depending on their position in the image. Hence, we train separate classifiers for each of

the four roads coming into the intersection. Approximate location of the ‘focus area’ for each of the four

classifier are given in Figure 6.

Moreover, we do not implement the cascaded detector, because the main advantage of a cascaded detec-

tor over a monolithic one is its speed, but both have the same accuracy. Figure 7 is a graph reproduced from

[4] to illustrate this point.

4 Project Work

In this section we describes what has been done for the project and how we did it.

4.1 Data Processing

We began by building training database for each of the four classifiers. This had to be done manually, as

standard available databases consisted of the cropped images of vehicles from a fixed angle and that would

not help us build classifiers that can detect vehicles from fish-eye images as such as ours.
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Figure 6: Approximate regions of focus for the four different classifers

Figure 7: Performance of cascaded detector vs. a monolithic detector

For each of the four focus areas in the traffic camera images, we built a collection of positive and

negative samples by cropping out regions with vehicles and no vehicles respectively. We set aside some of
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the cropped images as validation dataset.

Each cropped color image was then turned to grayscale image, histogram equalized and finally scaled

and normalized to the same size. The quantitative details are provided in the table in Figure 9.

(a) (b)

(c) (d)

Figure 8: Examples of pre-processed training samples from each focus area. (a)right, (b)top, (c)left, (d)bottom

Figure 9: Training set details

4.2 Training

We train each of the four classifiers in exactly the same way described in the Viola-Jones paper, for the

non-cascade detector (their algorithm is reproduced in Figure 10).

Here T is the desired number of weak classifier we want to have in our final strong classifier. We chose

T=10.

The weak classifiers used are single node decision trees, aka decision stumps. Each weak learner de-

pends on a single feature. For each feature, the weak learner chooses the optimal threshold classication

function, such that the minimum number of examples are misclassied. A weak classier (h(x, f, p, θ)) con-

sists of a feature (f), a threshold (θ) and a polarity (p) indicating the direction of the inequality:
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h(x, f, p, θ) =

{
1 if pf(x) < pθ

0 otherwise

where x is a 20 by 30 (or 30 by 20) image.

Figure 10: Viola-Jones training algorithm (non-cascaded version) as presented in the [4]

As mentioned before, the features used are Haar-like features. These are simply the difference in the

sum of the pixels which lie within the white rectangles and the sum of pixels in the dark rectangles. Integral

images are used for ease of computing these differences. In the Viola-Jones paper, four Haar-like feature
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types are used (1,2,4,5 from Figure 11). We added feature type 4 (horizontal three-rectangle features)as we

believed that if feature 3 is helpful in detecting vehicles in any of the region, feature 4 would surely help in

detecting vehicles, at least in the regions orthogonal to the former.

Figure 11: Types/shapes of features used

For each training image, one feature type can generate numerous actual features. For example, for a 20

by 30 image, for feature type 1, the first feature would like in Fig 12(a), then we shift and obtain the second

feature as shown in (b)and continue with all possible translation with this fixed size. We then obtain more

features by increasing the scale as in (c) and continuing translation as before. For a 20 by 30 image, just

using feature type 1 results in having to evaluate more than thirty-three thousand features!

Figure 12: Explanation of Haar-features in an image. (d) shows some of the different features possible with only
feature type 1

4.3 Testing

First we test, each of the classifiers learned on their respective validation set (see table in Figure 9 for the

number of cropped images used for this purpose).

We then implement a MATLAB program that can take a full image (an image of the whole intersection

from the original database) and use sliding windows to apply the appropriate classifier for each of the four

focus area, and output the original image with bounding boxes around regions it classifies as vehicles. The

sliding windows vary in size depending on the focus area, but for a given focus area, they have a fixed scale.
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5 Results

The missclassification rate for each classifier on its own validation set is given by the graph below.

Figure 13: Error rate of each strong classifier

Within the missclassified samples by each classifier, the ratio of false positives can be deduced from the

graph in Figure 14.

Figure 14: False positive amongst the missclassified samples in each strong classifier

Figure 15 provides an example output of the sliding window test program implementing the full detector

consisting of the four classifiers. The high rate of false positives is noticeable.

6 Discussion

Viola-Jones detection method is a very slow learner. For a proper training dataset of thousand images and

building a classifier with T=200, it takes about a week to learn. This project uses a much smaller dataset

and T=10 only, yet it takes about four hours to train one classifer. Hence, due to limited time , not much
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Figure 15: An example output of the detector utilizing location-dependent classifiers

analysis could be in the context of training multiple classifiers with different features etc, and comparing

them. The following discussion is based on training each of the four classifiers one time only, where each

trained classifier used five feature types and consisted of T=10 weak classifiers.

Based on the training errors in Figure 13, the ’Right’ classifier provided the best result. This is reasonable

as the vehicles in the right focus area have the most uniform appearance, which is the top view of the

vehicles. In fact, the initial weak classifiers chosen by Adaboost for this focus area are of type 1, which

possibly captures the relatively darker region of the windshield of a vehicle when viewed from the top.

Classifiers for the top and bottom focus areas have lower rates of success, as the vehicles in the area are

less uniform in appearance and view of these vehicles changes drastically with the slightest difference in

location. Figure 16

Figure 16: Variety in the angle/appearance of vehicles in the bottom road (taken from training set)
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From the outputs of the sliding window program, one can observe that even though our detector detects

all vehicles correctly, the number of false positives is very high. Also, there are multiple detections around

one vehicle, but this phenomenon has been mentioned in the Viola-Jones paper to be something expected, as

the final detector is insensitive to small changes in translation. But this could be easily mended with some

postprocessing.

6.1 Future Work

Suggestion for future work, first and foremost includes, utilizing a much larger training set. We should also

train classifiers with a larger number of weak classifiers than just T=10. Also, as the appearances of the

vehicles, even within a given focus area, vary so greatly, the number of features required to detect vehicles

are high too. Hence, 20 by 30 ( or 30 by 20) size of training images might be two small. A database of

training images 40 by 60 pixels (or 60 by 40 pixels) in size may train classifiers better.

(a) (b)

Figure 17: Comparision of some 20x30 training samples (a) vs. some 40x60 training samples(b). 20x30 training
images might not have enough information to train an efficient classifier

We could also use an extended set of Haar-like features (Figure 18), specially the rotated ones, to better

detect vehicles positioned diagonally in the images.

Implementing the cascaded detector form may help in reducing false positives.

And of course, we could always try out pre-processing methods such as flattening the fish-eye image, to

make training easy for the classifiers.
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Figure 18: Examples of extended Haar-features (figure source: [3])
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