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1 The Problem

The goal of this project was to be able to predict brain activity evoked by mu-
sic given text descriptors of the presented musical stimuli. More precisely, the
task was to predict blood oxygen level-dependent (BOLD) signal values in the
superior temporal sulcus (STS), an area of the brain known to be implicated
in auditory categorization, given human-made tags of the music that was pre-
sented to the subjects while their brains were scanned using functional magnetic
resonance imaging (fMRI). Ultimately I wanted to be able to use the trained
model to predict brain activity for a novel combination of tags. This task is
similar to problems such as automatic image or audio annotation, so I decided
to borrow methods from these areas to address my problem [1].

2 Dataset

2.1 Brain Activity

The dataset consists of BOLD signals that were recorded via fMRI while 15
subjects listened to 25 clips of music from 5 different musical genres: Ambient,
Symphonic, Country, 50s Rock and Roll, and Heavy Metal. The 25 clips were all
6 seconds long and were each presented 8 times. During the presentation of the
music, a complete brain volume was collected every 2 seconds (3 per stimulus
presentation). This results in 600 brain volumes per subjects to use for training
the model. Given the challenges of combining data from different subjects, all
training and testing is performed within each individual subject. Performance
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Figure 1: Brain activity evoked by music is combined with tags that describe
the music to learn a joint tag-brain image model that can be used to predict
brain activity to a list of tags.

measures are then averaged across subjects. Previous work with this dataset
has shown that musical style can be automatically predicted from brain activity
evoked by music [2]. Reformulating the problem in terms of lists of tags rather
than genre labels allows us to capture more complex information and negates
some of the over-simplification inherent to genre labels. Raw BOLD signal has
been used successfully in machine learning applications in the past [3].

2.2 Tags

Tags were pulled from last.fm using a hierarchical search. Tags were collected
in the following order:

1. Tags for the exact track

2. Artist tags

3. Tags of similar artists
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Figure 2: Top Tags.

This search procedure helped to ensure that several tags were collected for
each track, even when last.fm had few or no tags at all for the exact track. This
process returned 1499 unique tags. However, most of these only occurred once.
385 appeared for more than one track. 208 appeared for more than 2 tracks.
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The most popular tag, ”classic rock”, appeared for 18 out of the 25 tracks. I
selected the top 100 most popular last.fm tags across my 25 stimuli to be my
dictionary. These tags are shown in Figure 3.

Figure 3: Dictionary of 100 most popular last.fm tags

3 Model

There exists a large corpus of work on automatic text annotation (i.e tagging)
of several different types of data (e.g. images, music), but there’s limited work
that attempts to go in the opposite direction: synthesizing data from tags. For
this project I propose learning a joint model using both tags and brain images
such that one can be predicted from the other, borrowing methodology from
recent work by Weston et al. in which they learn a joint word-image model
from annotated images with the end goal of automatically annotating images.
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They rank the possible annotations of a given image such that the highest ones
best describe the semantic content of the image [6]. This is represented by the
following model:

f(x) = ΦW (i)T ΦI(x) = WT
i V x (1)

where ΦI(x) is the mapping from image feature space to the joint space, ΦW (i)
is the mapping for words, and the possible annotations i are ranked according
to the magnitude of fi(x) in descending order.

4 WARP Loss Optimization Algorithm

This joint model is trained using the Weighted Approximate Ranked Pairwise
(WARP) loss optimization algorithm. This algorithm learns mapping matrices
W and V by repeatedly choosing one negative label and one positive label for
a random image and then taking a gradient step to minimize the error function
of the rankings generated by the model. Pseudocode of this model is shown in
Figure 4.

Figure 4: WARP pseudocode.

The WARP algorithm [4] minimizes the following error function which can be
written as a function of the mapping matrices W and V.

err = L(bY − 1

N
c)|1−fy(xi)+fȳ(xi)| = L(bY − 1

N
c)|1−WT

y V xi+WT
ȳ V xi| (2)

From this we can calculate the partial derivatives with respect to each variable
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to compute the gradient:
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These partial derivatives define the update rules for the stochastic gradient de-
scent on the error function to be implemented in code:
V ← V − L(bY−1

N c)(−W
T
y xT

i + WT
ȳ xT

i )

Wy ←Wy − L(bY−1
N c)(−V xi)

Wȳ ←Wȳ − L(bY−1
N c)(V xi)

Both W and V are regularized such that

Vi ≤ C for i=1...d
Wi ≤ C for i=1...Y

These max norm regularization constraints are enforced by calculating scalar
factors a = C

‖Vi‖ and b = C
‖Wi‖ st aVi ≤ C and bWi ≤ C for all i.

5 Results

5.1 Tag Prediction

Precision@k was evaluated for each subject and k=1, 5, 10 using leave-one-
run-out cross validation. Precision values were compared to three baselines:
precision achieved using random mapping matrices W and V, and precision
achieved using a K-Nearest Neighbors classifier with k=1,5. Tag prediction pre-
cision is significantly above random for all subjects and for k=1, 5, 10, however,
the WARP algorithm is outperformed by the simple K-NN classifier (k=5) in
all cases. These results are summarized in figure 5.

5.2 Brain Activity Prediction

Brain activity prediction was evaluated using a leave-two-out retrieval paradigm
as described in [5]. In this evaluation paradigm, two stimuli presentations are
left out of the training phase: a target and a decoy. The trained model is then
used to predict brain activity for the left out stimuli. A hit is recorded if the
predicted target brain is more similar to the true target brain than the predicted
decoy brain. This evaluation paradigm is depicted in Figure 6.

6



Figure 5: Precision@k for Tag Prediction

Figure 6: Evaluation paradigm.

This evaluation becomes very computationally expensive very quickly. For
the purposes of this project I was forced to make several compromises to this
evaluation paradigm in order to make it feasible given the time constraints. I
reduced the number of datapoints by grouping samples within stimulus presen-
tations. Since three brain volumes were collected for every 6-second except, 600
samples was reduced to 200 (600/3) samples. Instead of repeating the test for
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every pair of stimuli, each sample is used as a target only once. Performance
on this measure was no better than chance (.50). Results are summarized in
Figure 7.

Figure 7: Results of leave-two-out retrieval experiment to evaluate brain activity
prediction. Performance is no better than chance (50%)

6 Discussion

Last.fm tags were successfully predicted from brain activity evoked by music
using the method proposed in [6], however, I was unable to show that this
algorithm could successfully predict brain activity from tags. Additionally, a
k-NN classifier (k=5) out performed the WARP algorithm on the tag prediction
task. There are several possible explanations for these results.

The method proposed by Weston et al. was designed especially for web-scale
data and situations in which algorithms like k-NN are not feasible. My small
dataset does not require the random sampling used by the WARP algorithm
and algorithms like k-NN are entirely feasible. The main motivation for using
this algorithm was not that it was the most appropriate for tag prediction, but
rather that it provided a means of predicting brain activity from tags. So it is
not so surprising that k-NN outperforms the WARP algorithm at tag prediction.

Although I was unable to show that this algorithm could be used to predict
brain activity from tags, it’s possible that a more complete evaluation would
show otherwise. The compromises that were made to the leave-two-out re-
trieval experiment could have obscured a positive result. Additionally there are
two hyperparameters to this algorithm (C, the constraint from the max norm
regularization, and D, the dimensionality of the joint feature space), whose fine
tuning might achieve better results.

Intuitively, it seems reasonable that it would be easier to predict tags from
brain activity than to predict brain activity from tags since: a) there is more
information in brain images than in tags, and b) it is possible that the true
mapping from tags to brain-images are non-linear. Perhaps more descriptive
tag data (e.g. ranked input tags) could be used to capture more of the subtlety
of the brain’s response. More informative tag information would also allow for
the use of a kernel (e.g. gaussian kernel) which also might help to capture some
of the non-linearities in the mapping from tags to brain response [7].
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