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Introduction

Object class recognition in a given image is a difficult problem. To classify a test image as hit or
match for a particular object class requires the abstraction of an object, developed using real world
images. This is the where the difficulty lies - since the images of an object class can have huge
variations in terms of illumination, angle of view, scale, rotation, color, location, type etc (intra-
class variations). For example, the different photographs of the object class ‘car’ from PASCAL VOC
2007 [1] dataset shown below differ from each other in aspects mentioned previously.
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Fig. 1 Images showing object class ‘car’ from PASCAL VOC 2007 dataset. Note the variations in the
illumination, scale, rotation, angle of view, occlusion, manufacturer and model etc.

This necessitates use of complex algorithms to develop as robust abstraction as possible within
computational budget to handle the variations while still producing useable classification
performance. The complete process of object class recognition can be understood as a three step
process involving : 1) Representation of the object, 2) Learning an abstraction or a model using set
of training images which are represented by method developed in previous step, 3) Testing the
object class recognition. A discussion of proposed approach for these steps follows.

Representation of the object

To represent each image, we need image-features which are not only highly discriminative, but are
also robust to the variations. To decide which features to use, | did a survey of features which are
typically used for object class recognition and shortlisted the following features.

1. Bag of Visual Words : A commonly used technique to represent image as a histogram of visual
words. Introduced by Csurka et al. in 2004 [2], this has grown up to be a very popular method of
image representation. This works by first finding a number of interest points in an image - this



step is often called ‘detection’. Next, the region around interest points is windowed and
abstracted - this step is often called ‘description’. These descriptors are then quantized into
visual words, often using k-means clustering with Mahalanobis or Euclidean distance [3]. The
feature vector then contains the number of occurrence of each visual word in an image.

2. GIST : Developed by Torralba et al. [4], this algorithm computes the histograms of gradient
orientations which are localized at test point. It roughly abstracts the spatial arrangement of
image structures and has been proven to work well for describing the general appearance of
scene.

3. Histogram of Oriented Gradients (HOG): Developed by Dalal and Triggs [6], this is a well-known
feature that has shows its promise in state-of-the-art part-based object detector [5].

Although several more features can be computed, these features make for a good choice and have
been shown to work well for object-class recognition problem by L Torressani et al. [7]. For the Bag
of Visual Words feature, SURF (Speeded Up Robust Features) will be used, which is a fast and scale-
invariant, rotation-invariant detector and descriptor [8].

Learning a Model

| have looked at some of the existing Multiple Instance Learning algorithms, however, a decision is
yet to be made of the MIL algorithms that will be tried.

Progress so far

| have the code in place to compute the features. To create of a bag of images from training set, |
am using Objectness measure [9] to sample windows of an image from training set. This code is
available too. In the time ahead., | will implement the MIL algorithms to test the classification
performance.
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