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Recap 

Our aim is to create automatic transcription, converting piano music recording to MIDI [1] files. The wav 

music recording files contain all the information about audio signals that can be used to extract audio 

features directly. We transcript the wave files into MIDI files which have simple representation of music 

information such as pitch, duration, rhythm, and dynamics. 

 

Process 

 Feature Extraction 

In this part, we have two sub-questions to solve: the onset detection and audio frequency feature 

extraction. We have used the self-labeled data gathered before.  

1. Onset detection  

We have run the onset detection algorithm [2][3] to get the starting point of each note. The algorithm uses 

the edge detecting filter, doing fast convolution and finding where exactly the peak occurs. Here is the 

result: 

 

 

Figure.1 Onset Detection 
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2. Audio Frequency Feature Extraction 

We have separated each wave file into frames. The starting position of each frame is computed by onset 

detection. We have used total energy and harmonic feature in each frame as features [4][5]. 

We have computed feature one that measures the total energy in the signal. The energy is expected to be 

high in most cases. However, it might be lower at the beginning of the note, at the end of it, or between 

notes. In each frame, we have computed each point through frequency axis and got the result of the 

position of harmonics. The feature vector will then be           . We assumed that the components of 

the vector are conditionally independent.    is the total energy in the signal, and       are harmonics 

features.  

 

Figure.2 Spectrum of One Frame 

In Figure2, the frequency that reaches the highest amplitude is the fundamental frequency, and while the 

other frequencies that have lower amplitudes are the harmonics (they also might be fundamental 

frequencies for other different notes). 

Figure 3 and Figure 4 are the results of Feature Extration. 

   

Figure.3 Feature Data                       Figure.4 Labeled Data 



When    equals 0, it means the absence of any notes, then all the other features will be 0. In the other 

case, the following columns will contain the harmonic feature from      . If it is 1, it means it is a 

harmonic point. 

Figure.4 represents the labeled data. 0 here means rest and the number refers to the position of note on a 

piano key board.  

 Test Data using K-means  

We moded all note pitch into one octave which contains 12 pitch classes. We used K-means to test 

whether the different note could be well clustered. Then we compared the labeled data with data cluster 

by K-means and got the error rate. We set the “rest” from 0 to 12 to different with note pitch and have 

used the most voted class method for the label. The test set size is 361121 frames. Here are the results:  

The error rate is: 0.2177 

 

           Figure.5 Labeled Data                        Figure.6 Good Results of K –means 

 

       Figure.7 Labeled Data                       Figure.8 Bad Results of K –means 



From the figures above, we could see that K-means may somehow recognize the note with relatively high 

error rate, and there will be some notes that may be incorrectly labeled by this method. The error is partly 

because the error we get during the process of feature extraction and the partly because of the K-means 

itself. 

 HMM 

While applying the HMM Model [6], we encountered two problems. First, the frame was too small to be a 

representative state. Second, the small window size produced 89 features in each frame. When we tried to 

label each frame, we treated each feature’s information as a binary number and then converted all the 

frames into a decimal number. Since we got 89 features for each frame, the result could reach    . The 

Matlab cannot present that large data in positive number form, which will act as index role in matrix.  

 

Future Work 

 Modify the frame size and window size to re-extract training data 

 Continue working on HMM model prediction 

 Evaluate the system using testing data 
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