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I’m from Massachusetts. I will vote __________________ . 

Given a writing prompt, language models (e.g., GPT-2) can generate text.

Writing Prompt
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Motivation: GPT-2 is politically biased!

Although it can generate human-like text, we find it is politically biased! 

I’m from Massachusetts. I will vote   Hillary Clinton, as…   . 

Writing Prompt
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Motivation: GPT-2 is politically biased!

The bias heavily depends on the demographic attributes, and topic keywords.

I’m from Massachusetts. I will vote   Hillary Clinton, as…   . 

A blue state in US
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Motivation: GPT-2 is politically biased!

The bias heavily depends on the demographic attributes, and topic keywords.

Location:  Blue States, Red States, Leaning Blue States, Leaning Red States

Topic:  Domestic Policy, Foreign Policy, Economics Policy, Electoral, etc.

Gender:  Female, Male

We use the publicly available data to collect the keywords of each option in attributes.
For example, we use the 2016 US election results to assign the 50 states to each option in Location.
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Motivation: GPT-2 is politically biased!

We prepared some prompts, and filled with attributes to trigger generation.
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Motivation: GPT-2 is politically biased!

All generation exhibit bias. We need some metrics to quantify such bias.
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Motivation: GPT-2 is politically biased!

The political bias perpetuated in language models can lead to severe problems.

Dialogue System Machine Translation Real World AI…
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Indirect & Direct Bias: Political Bias Metric for LM

Base Rate:  

The probability of a sequence      that is triggered by a prompt  
being classified as liberal (denoted as class 1).
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Indirect & Direct Bias: Political Bias Metric for LM

Conditional Independence: 

Denote the sensitive attribute as     .  
If the probability of the sequence      being classified as class 1 is independent  
of the filled attribute      given the writing prompt     , we say the event  
and      are conditionally independent given the writing prompt     .
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Indirect & Direct Bias: Political Bias Metric for LM

Indirect Bias: 

In other words, if the attribute      has strong effect on the classification probability 
of the sequence, we can tell the attribute can lead to bias of LM generation.

We compute the difference of the two probabilities, and name it Indirect Bias.
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Indirect & Direct Bias: Political Bias Metric for LM

Sometimes we deliberately want to generate some “biased” text.

Ideally, liberal leaning and conservative leaning prompts should trigger equal bias.

I’m a democrat. About voting I will                                            . 

Liberal Leaning Writing Prompt

For example:



AAAI 2021

Indirect & Direct Bias: Political Bias Metric for LM

Direct Bias: 

Ideally, liberal leaning and conservative leaning prompts should trigger equal bias.

Thus, we compute the difference in the extent of bias between liberal and  
conservative in terms of Indirect Bias. We name the difference as Direct Bias.
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: sequence : attribute: writing prompt

Indirect & Direct Bias: Political Bias Metric for LM

We prepare 10 prompts for each attribute, and fill with different options.
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LM Debias: Through Reinforced Calibration

We present two modes for LM debias:

(a) Word Embedding Debias

(b) Classifier Guided Debias

1. No need to collect more balanced data  
2. No change on the original LM architecture

Our advantage:
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LM Debias: Through Reinforced Calibration

Debias Reward

Data Boost: Text Data Augmentation Through Reinforcement Learning Guided Conditional Generation  Liu R, Xu G, Jia C, et al. EMNLP 2020

following [1]

[1]

: vanilla policy, which is the output of the softmax layer

: debiased policy, which is the updated policy based on debias calibration 

: debias reward from either of the two modes
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LM Debias: Through Reinforced Calibration

Mode 1: Word Embedding Debias
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LM Debias: Through Reinforced Calibration

Mode 1: Word Embedding Debias

: salient words used by liberal group

: salient words used by conservative group
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LM Debias: Through Reinforced Calibration

Mode 2: Classifier Guided Debias
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LM Debias: Through Reinforced Calibration
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Qualitative Evaluation: UMAP Visualization
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Evaluation: Automated

Supervised Unsupervised

Qualitative Evaluation: UMAP Visualization

The sentences generated by GPT-2 are separable regarding to political polarity.
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Evaluation: Automated

Before After

Qualitative Evaluation: UMAP Visualization

After debias, the sentences are hard to be distinguished by the polarity classifier.
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Evaluation: Automated
Quantitative Evaluation
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Quantitative Evaluation
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Evaluation: Automated

Trade-off between debias and PPL

More debias will lead to higher perplexity.

Users can pick the parameter based on needs.
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Evaluation: Automated
Related Work
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Evaluation: Automated
Related Work

Our method requires neither more data nor re-training the LM.
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Evaluation: Automated
Related Work

To the best of our knowledge, we are the first studying political bias in LM.*

We specify generative LMs (e.g., GPT-2) here. *
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Evaluation: Automated
Related Work

Our method is more effective than prior art.*
We have to modify the original GN-GloVe by Zhao et al. to perform comparison.*
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Evaluation: Automated
Related Work

Our method generate unbiased text rather than replace tokens.
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Evaluation: Human Judgement

Human Judgement on Debias Generation 

Debias: How much debias?

Readability: How fluent?

Coherence: Whether coherent to the prompt?
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Conclusion & Limitation 

We define what political bias is in generative LMs 
and present how to mitigate such bias during generation.

We present two modes of debias: word embedding debias, 
and classifier-guided debias, which require neither more data  
nor re-training LMs.

The limitation is: We only focus on binary-type bias. Other kind of bias 
(e.g., emotional bias, nine-type) may need non-trivial modification.
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Thanks!

Please send questions to ruibo.liu.gr@dartmouth.edu

This research was supported in part by the Dartmouth Burke Research Initiation Award and the Amazon Research Award.

mailto:ruibo.liu.gr@dartmouth.edu

