
65

A Transformer-based Framework for Neutralizing and
Reversing the Political Polarity of News Articles
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People often prefer to consume news with similar political predispositions and access like-minded news
articles, which aggravates polarized clusters known as “echo chamber”. To mitigate this phenomenon, we
propose a computer-aided solution to help combat extreme political polarization. Specifically, we present a
framework for reversing or neutralizing the political polarity of news headlines and articles. The framework
leverages the attention mechanism of a Transformer-based language model to first identify polar sentences,
and then either flip the polarity to the neutral or to the opposite through a GAN network. Tested on the same
benchmark dataset, our framework achieves a 3%− 10% improvement on the flipping/neutralizing success rate
of headlines compared with the current state-of-the-art model. Adding to prior literature, our framework not
only flips the polarity of headlines but also extends the task of polarity flipping to full-length articles. Human
evaluation results show that our model successfully neutralizes or reverses the polarity of news without
reducing readability. We release a large annotated dataset that includes both news headlines and full-length
articles with polarity labels and meta-data to be used for future research. Our framework has a potential to be
used by social scientists, content creators and content consumers in the real world.
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1 INTRODUCTION
People often prefer to consume news with similar political predispositions and access like-minded
views [32, 64]. In the context of social science research, selective exposure theory suggests that
people seek out attitude-consistent information and avoid attitude-challenging news articles [33,
72, 73]. Therefore, even though the advent of social media has brought us an unprecedented variety
of content, people generally only select messages, attitudes or decisions congenial with their prior
beliefs [93]. Media itself is a perpetrator of such biased consumption: many media outlets selectively
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manufacture narrow, ideological viewpoints so as to cater to audience appetite [60, 71, 79]. Such
phenomenon aggravates interactive polarized clusters known as “echo chambers", which reinforces
political disposition of both the reader and the media [74]. For instance, the news headlines shown
in Table 1 reveal different political ideologies1, even though three media cover the same story.
By using the phrase “illegal aliens” instead of “undocumented immigrants”, conservative media
Breitbart News displays an evident negative attitude towards illegal immigrants in United States. On
the other hand, liberal media NPR, selects “people” as a softened expression of illegal immigrants.

Media (Polarity) News Title

NPR (L) ICE Arrests Nearly 700 People At Agriculture Processing Plants In Mississippi.

CBS (N) ICE rounds up hundreds of undocumented workers in immigration sweeps in Mississippi.

Breitbart News (C) ICE Arrests 680 Illegal Aliens in Largest Single-State Raid in U.S. History.

Table 1. Three news headlines from NPR, CBS and Breitbart News. L: Liberal; N: Neutral, C: Conservative.

In fact, such polarized cues not only exist in news headlines, but are also ubiquitous in the body
texts of news articles [57]. Social science researchers argue that polarized cues have a fundamental
influence on social psychology [57] and political decision-making [52], which explains why politi-
cians tend to reinforce their partisan styles in media coverage by using polar expressions for attitude
shaping [3, 26, 41] or voting [82]. With the distribution of news increasingly automated [55], news
consumers can easily filter out news discordant with their views (e.g. by using news aggregators
such as Digg, Slashdot, Reddit). As a result, it’s not surprising to witness increasing polarization and
political fragmentation around the world in recent years. From a societal level, increased political
fragmentation makes it harder for society to find common ground on controversial issues [84, 95].
From an individual perspective, citizens trapped in small, insular information circles loses the op-
portunity for objective and rational discussions for social good [71, 88], which has been recognized
as a crucial ingredient for a healthy democratic society [59, 77]. Thus, it is of importance to expose
people to more ideologically diverse news stories [23].
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Fig. 1. The overview of our framework. The polar part within headline or body text of the original text will be
first detected by the polarity detector, and then reversed or neutralized by the polarity flipper.

One way to tackle this problem is to change the polarity of news articles, without changing the
content, so that the content is palatable to audiences with different political ideologies. This helps
expose people on different political poles to the same content, which allows for the creation of a
1The ideological labels are excerpted from a Pew national survey: Where News Audiences Fit on the Political Spectrum?
https://www.journalism.org/interactives/media-polarization
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common ground between different echo chambers that could potentially lead to depolarization
and weakening of the echo chambers. However, doing this manually is time-consuming and can
introduce annotator bias. In this paper, we propose an automatic framework that can flip articles
into an arbitrary target political polarity. Such a tool can be used by a wide range of users who are
interested in reducing (or studying) political polarization.
In the rest of the paper, polarity flipping refers to the general changing of polarity, either by

reversal (L to C, or C to L) or neutralization (L to N and C to N). As shown in Figure 1, the framework
can accept either headlines or full-length articles as input. The text is first passed through a polarity
detector, which identifies sentences that exhibit political polarity; these sentences are then passed
to a polarity flipper. Finally, the output of our framework, that is either reversed polar text or
neutralized text, is merged back to the original article. Note that our framework does not change the
content of the article. It only changes the way the content is expressed. Though our tool attempts
to keep the content of the article unchanged, it cannot guarantee that the underlying message will
not be affected as it might depend on carefully chosen expressions by the author.

Developing such a system has three main technical challenges: First, political polarity is hard to
detect. Unlike lexical features that capture sentiment or emotions (e.g., “happy”, “sad”, “angry”, etc.)
that are easily identifiable, political polarity is often implied by the context, or by long spans of text
(paragraphs or even the whole article). Second, even if after detecting political polarity, it is still a
difficult task to separate neutral content and polar expressions in the text. This causes difficulties
for ideal polarity flipping that only modifies the polar part of the text without harming the content.
Third, the current benchmark dataset [20] is limited in size (6,477 articles in total) and diversity
(only from five media outlets). This raises concerns about whether the style learned by our model
is indeed based on polarity or if the model is just learning the writing style of the media outlets.

We address the above challenges as follows:

• Given the observation that certain phrases or sentences significantly contribute to the polarity
of a full-length article, we propose a polarity detector by leveraging the attention weights
from a fine-tuned language model (more specifically, XLNet [102]) classifier. It is able to
locate polar sentences that need to be transformed within an article, allowing us to avoid
unnecessary modification of sentences that do not contribute to the polarity.

• Motivated by the recent success of adversarial networks on text generation [19, 21, 35], we fol-
low the proven Transformer-based encoder-decoder structure [98] and build a discriminator-
generator GAN framework [40]. In addition to the adversarial loss (discriminator loss), we
use three semantic losses in the framework targeting fluency, content-preservation, and
polarity flipping performance of generated sentences. We also overcome the obstacle that
certain generation quality metrics (such as fluency) cannot be optimized during training due
to them being non-differentiable.

• As we discuss in Section 4.1, the current publicly available benchmark dataset for political
polarity flipping has limitations: the size of the dataset is small (6,477 articles) and the
data lacks the diversity of source (5 media outlets). As part of this work, we create a much
larger (364,986 articles) and more diverse (13 outlets) benchmark dataset for this task. The
dataset is annotated with article polarity labels and has additional meta-data, including topics,
keywords, paragraphs, and part-of-speech (POS) tags. We make this dataset available to other
researchers to enable further development in this area.

2 RELATEDWORK
In this section, we examine existing work on political polarity by exploring: political polarization,
polarity detection and polarity flipping. We first provide an overview of prior studies on political
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polarization. Then, we discuss different approaches that have been used in both technical systems
and social sciences studies to identify political polarity. Lastly, we explore prior work on polarity
manipulation in social sciences, present the polarity flipping task as a special case of text style
transfer, and outline previous work on automatic style transfer in the field of natural language
processing.

2.1 Political Polarization
Political polarization has been studied for decades [8, 28, 30, 91], going back to at least the 1950s [87].
In the United States, it is well-reported that Americans are deeply divided on controversial issues
such as immigration, gun control, and racial inequality; moreover, such divisions have become
increasingly aligned with ideological or partisan identities in recent years [1, 12, 31]. Such divisions
can be explained by “echo chambers” or selective exposure effects. Partisans often selectively
expose themselves to opposite political views that actually reinforces their pre-existing political
beliefs [5, 80]. This has been especially true since the advent of the Internet [66].

A large number of studies have demonstrated that political polarization widely exists in today’s
media. Analysis of newspaper data shows that newsrooms tend to tailor their slants pandering to
the potential readers who demand a strong fit between a newspaper’s slant and their ideologies [17,
37, 50]. A similar conclusion has been drawn on broadcast and cable TV data [43]. Lab experiments
confirm that people consistently prefer congenial information over uncongenial information,
especially regarding politics [22]. Behavioral data from a long-term tracking on online consumption
of political news also suggests that selective exposure is mostly concentrated among those who
regularly consume news from partisan sources [45].

These studies further illustrate the need for a tool that allows the same content to be presented
with different polarities so that it is palatable to people with different ideologies.

2.2 Polarity Detection
Groeling [42] categorizes media bias into selective bias and presentation bias, whereas selective
bias skews the choices of what events to cover, and presentation bias skews the style of how to
report the news. In this work, we attempt to reduce presentation bias. Early-stage work in this area
mainly relies on human annotators [14, 25], where linguistic features are demonstrated to play a
crucial role on how humans judge polarity. For example, Yano et al. [103] prepare 1,100 potentially
biased sentences and ask annotators to indicate whether a sentence shows bias, and if so, in which
political direction and through which word tokens. Each sentence is annotated five times (5,205
judgements total), and nearly half of the sentences are marked as “not biased” and only 2.4% of
the sentences are marked as “very biased”. They also present two lists of the strongest weighted
bigrams (i.e., phrases with two or less words) for liberal and conservative groups scored by human
annotators. Gentzkow and Shapiro [37] record a similar table that contains partisan phrases most
often used by congressional Democrats and Republicans based on the 2005 congressional record.
Their experiments reveal that these phrases are chosen strategically for their partisan impact. There
are several other studies that use human-annotated data to study political polarity [7, 29, 96]. These
studies confirm that there are some consistent lexical cues for bias for different political ideologies.
Studies mentioned above all use annotations to manually identify political polarity. This can

be costly when dealing with a large quantity of data (where the biased content is shown to be
quite sparse [13]). As a result, many researchers opt for automated methods which utilize the
power of deep neural networks for text processing. Prior work mostly makes use of RNN [54] or
CNN-LSTM [89] to identify the political polarity in term of both syntactic and semantic features.
Recent work tries to adopt more advanced network structures, since recurrent neural networks are
known for having the limited capability of modelling long text such as full-length news articles [9].
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For example, Kulkarni et al. [61] propose an attention based multi-view model to leverage cues from
the article’s title, content and link structure to identify the ideology of news. Another direction is
detecting polarity through topical analysis [38], which is based on the observation that political
ideology can be viewed as a distribution of sentiment polarities towards a set of topics [15, 69]. Our
polarity detector differs from all above ones since we leverage the power of transfer learning by
using an unsupervised language model (LM) trained on a large corpus, which brings qualitative
performance advances on feature extraction and classification accuracy.

2.3 Polarity Flipping
Researchers in the field of political science have conducted many experiments on changing the
perceived of polarity of news content by manipulating the source attributions. For example, re-
searchers experimentally assigned identical news content to different media outlets with opposite
perceived political leanings (such as FOX or CNN) [11, 53]. These studies find that heuristics such
as media source can heavily influence perceptions of bias in the content. Though these studies
have so far focused on studying the effects of media source on perceived bias, some social scientists
suggest further manipulation of the way content is presented in order to find more nuanced signals
of perceived bias [11]. Our work provides a supplementary way to manipulate how content is
presented via computer-assisted methods.
From the technical perspective, we can find several parallels between our political polarity

flipping method and general-purpose style transfer approaches, since in our case, the style is
the polarity label (liberal, neutral or conservative), and our goal is to transfer the style while
the content is preserved. The mainstream methods in style transfer assume that the style and
content information can be perfectly separated in latent space and target style text is generated
via conditional generation. Shen et al. [90] incorporate adversarial networks into cross-aligned
auto-encoder architecture, encouraging the system to learn the separate style and the content
distribution. John et al. [56] artificially divide the latent representation into style and content
space, and design auxiliary multi-task loss and adversarial loss, enforcing the separation of style
and content latent spaces when training an encoder-decoder network. Based on the style-content
separation assumption, many methods have been proposed [34, 51, 63, 105].

There are a few style transfer methods not built on the assumption that content and style can be
successfully split in latent space. These methods use either step-by-step transfer or reinforcement
learning to optimize the generation. Wu et al. [100] propose a hierarchical reinforced sequence
operation method to transfer style, which consists of a high-level agent that proposes operation
positions and a low-level agent that alters the sentence. Similarly, Wu et al. [101] deploy a simple
but effective approach that only replaces the original sentimental tokens in the sentence with
target sentimental expressions, instead of building a new sentence from scratch. Gong et al. [39]
combine beam search and multinomial sampling in the rewards estimation step. They first use beam
search to generate a reference target sentence, and at each step, they draw samples of complete
sentences by rolling out the subsequence through multinomial sampling. Liu et al. [68] deploy a
two-step procedure to flip political polarity of news articles. They first train a topic and ideology
attribute-aware word embedding model, and then use a modified simulated annealing algorithm to
pick proper tokens for polarity flipping. This method cannot neutralize polarity and is built upon
the assumption that polar text can be detected at the surface level (i.e. token level), which limits its
practical application.
Chen et al.’s [20] work, which attempts to flip the bias in the news headlines, bears most

similarities to our approach. They use a cross-aligned auto-encoder (similar to Shen et al.’s [90]
approach [90]) trained on opposite-ideology articles to generate flipped titles. The main limitation
of their work, as stated by the authors, is the loss of content information. The overlap of content
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between the generated and ground-truth headlines is very low, meaning that the auto-encoder
model has the tendency to discard too much non-polar content. Our method, on the other hand,
is not built on the assumption that content and style can be successfully split in latent space.
Instead, we utilize style (in our case, polarity) embedding and attention mechanism in transformer
block [98] to implicitly encode content and style information, so that we avoid content information
loss caused by the artificial split of content and style. Also, we extend the task to the depolarization
of the entire article, instead of only headlines, which is a more challenging problem since we have
to preserve contextual and grammatical correctness across the whole article.

3 METHOD
3.1 Polarity Detector
Given the observation that political polarity does not exist in every sentence, especially when
the source text are full-length articles rather than limited-length headlines, a polarity detector is
necessary to help us locate the polarity carrying sentences among all sentences in an article. Such a
detector should be capable of: (1) detecting polar text in different context (2) accepting input of any
length. Existing methods either do not take into account context information by selecting words in
fixed contexts [36, 67] or suffer limited modeling power on long sequence input [54] (RNN-based
methods). Our approach for automatic detection of polarity in text leverages the power of transfer
learning by using an unsupervised language model trained on a large corpus.

non-polar text

L CN

threshold

sort

polar text

Attention

XLNet

Fig. 2. The structure of our polarity detector, which is built on a XLNet language model. We calculate the
polarity score based on the weights from attention layers by Equation 1 and Equation2.

We choose XLNet [102] as our base language model because it can accept long input sequences
due to its relative positional encoding scheme and segment-level recurrence mechanism. We stack
a linear layer upon the language model so that it is able to do sequence classification on three
classes (liberal, neutral and conservative). We set the max sequence length to 1024 tokens, which is
long enough to include 99.97% of articles in our dataset.
We first convert the input sequence following the same pattern as mentioned in the original

implementation of XLNet [102], whereas two special tokens [SEP] and [CLS] are added to the end
of the sequence. We then feed such converted input into the sequence classification model. Note
that [CLS] acts as an interface bridging the linear layer and the underlying attention layer. Thus
the correlation, or in our case, the attention score between the [CLS] marker and all the other
tokens in the sequence could be a reasonable measure of the token’s significance. In other words,
the contribution of certain token 𝑥𝑖 to the classification result (𝑌 = 𝑦) can be modeled as:
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P(𝑌 = 𝑦 |𝑥𝑖 ) =
∑

ℎ𝑖 ∈heads
Attn(𝑥𝑖 , [CLS])ℎ𝑖

=
∑

ℎ𝑖 ∈heads
softmax(

𝑄𝑥𝑖𝐾
𝑇
𝑥𝑖√

𝑑𝑘
)𝑉[CLS]

(1)

where 𝑄 , 𝐾 refer to the query and key vectors, and 𝑑𝑘 is the hidden dimension. 𝐴𝑡𝑡𝑛 refers to the
multi-head (ℎ𝑒𝑎𝑑𝑠) attention mechanism, and here we calculate the summation of the attention
scores between [CLS] and other tokens across all the heads.

Besides the attention weights, we also incorporate the classification result (the possibility of the
given article belongs to certain class) as confidence (conf) and word frequency (captured using
TF-IDF weights) as auxiliary information into the polarity score (S) computation. For a given
sentence 𝑥 of article 𝑑 in the dataset 𝐷 , its polarity score is proportional to the weighted sum of
attention scores of each token 𝑥𝑖 :

S𝑥 =
conf ∗∑𝑥𝑖 ∈𝑥 P(𝑌 = 𝑦 |𝑥𝑖 ) ∗ TF-IDF(𝑥𝑖 , 𝑑, 𝐷)

|𝑥 | (2)

We assign a polarity score to each sentence in the articles. Then, we sort all sentences in terms
of the polarity score and select those that pass a certain global threshold. This global threshold is a
polarity sensitivity hyperparameter set by the user. The sentences whose polarity score is above
the threshold are the ones that need to be flipped, the rest of the sentences are left unchanged. Such
a method greedily guarantees that the semantic information of those sentences that do not exhibit
polarity is well-preserved. The polarity sensitivity hyperparameter, which is picked by the user, is
one of the control knobs available to the users to tune the model to their needs, based on empirical
observations. Having this control knob is important since different user groups may have different
needs, depending on how they are using our model.

3.2 Polarity Flipper
The framework for our polarity flipper is heavily influenced by the recent success of transformer-
based encoder-decoder structure on neural machine translation [98], language modeling [27] and
conditional generation [58]. As shown in Figure 3, we first change the input of the encoder to
the summation of polarity label and the original input embeddings, so that the decoded output is
conditioned on the current polarity label; this turns the decoder into a conditional generator (G). In
addition, inspired by the current progress on adversarial networks in different architectures [90, 104,
106], we further modify the encoder-decoder structure to a GAN network [40]: we stack a linear
layer with activation on the encoder, converting it to a discriminator (D). We also incorporate one
adversarial loss (LD) in the discriminator and three semantic loss (L1, L2 and L3), corresponding
to the fluency, content-preserving, and polarity flipping success in the conditional generator. The
training goal is to minimize a weighted summation of all the loss to obtain a global optimal balance
of fluency, content-preserving and polarity flipping.

3.3 Discriminator
In the original structure of the transformer-based encode-decoder, the encoded vectors (𝑘 , 𝑣) are
shared with the decoder, helping it focus on appropriate places in the input text. We add a new
mode to the encoder, discriminator, or in other words, classifier, through adding a linear layer to
project hidden states to the number-of-class logits. The responsibility of this discriminator is to
distinguish true samples of ground truth data from fake (i.e., polarity flipped) samples generated by
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Fig. 3. Political polarity flipper in our framework. Conditional generator (G) generates “fake” samples given
specified polarity labels (L, N or C), and Discriminator (D) distinguishes original data from the generated
ones by G. We incorporate three types of semantic loss (fluency loss, content preserving loss, and polarity
controlling loss) to guarantee the generation quality during training.

the G. We use adversarial loss L1 to express the object (assuming the input text is 𝑥 and its original
polarity label is 𝑠):

L𝜃D
D (𝑥) = E𝑥 (logD(𝑥)) + E𝑥 ′∈G(𝑥,𝑠) (1 − logD(𝑥 ′))

(3)

where 𝑥 ′ denotes the fake sentences with polarity label 𝑠 generated by conditional generator G.
Following such form, the discriminator D is encouraged to minimize the classification loss for
true samples while maximizing the loss for generated samples (i.e., polarity flipped samples). This
trains the discriminator to distinguish between fake and true samples. (The E in the equations
corresponds to the expectation of the random variable) .

3.4 Conditional Generator
Following the standard GAN framework [40], we need a conditional generator G to generate
sentences given different polarity labels. We do this by switching the discriminator back to its
original primary role, an encoder, and again incorporating three semantic loss into the generator
training.

3.4.1 Fluency Loss. For any sentence 𝑥 = {𝑥1𝑥2𝑥3 ...}, we randomly reorder tokens in the sentence
as noisy input (𝑥 = {𝑥3𝑥1𝑥2...}), and the generator G is forced to reorder the noisy input to recover
the original input sentence. We use negative log-likelihood to measure the difference between
the ground-truth input 𝑥 and the reconstructed output tokens 𝑥 ′, and use it as the fluency loss
(assuming the original polarity label of 𝑥 is 𝑠):

L𝜃G
1 (𝑥) = −𝑥 log𝑥 ′, where 𝑥 ′ = G(𝑥, 𝑠) (4)

Some prior work choose to randomly drop or replace tokens [24] in sentences as noisy input.
We decide not to follow these methods because: (1) It is possible that content-related tokens are
dropped, so it is problematic for the generator to precisely recover those tokens (2) Replacing tokens
with random ones from the vocabulary set is an uncontrolled procedure which may introduce
unnecessary polarity style shift into the input.
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3.4.2 Content Preserving Loss. To implicitly indicate the content preserving loss during training
stage, we borrow an idea from CycleGAN [106] and Back-Translation [78], that if one sentence
(or picture) is transformed from style 𝑠 to style 𝑠 and then back transformed to style 𝑠 , the input
and output tokens should be very similar. In our case, for both polarity flipping and neutralization
modes, we perform such back-transformation and calculate the content preserving loss. We train
our network by minimizing the negative log-likelihood of input 𝑥 and back-transformed sentence
𝑥 ′ (assuming the original polarity label of 𝑥 is 𝑠 , and the transferred style is 𝑠):

L𝜃G
2 (𝑥) = −𝑥 log𝑥 ′, where 𝑥 ′ = G(G(𝑥, 𝑠), 𝑠) (5)

Due to the discrete and non-differentiable nature of the tokens, one problem we face during
training is that gradient propagation will be broken down when we feed the output 𝐺 (𝑥, 𝑠) into
the generator again with opposite style 𝑠 . One of the mainstream solutions to this problem is to
use policy gradient from reinforcement learning, thus avoiding the gradient-based optimization
method [39, 104]. The main problem of such a method is that it relies on estimated rewards rather
than true rewards because the true rewards can only be precisely computed when the generation of
current sentence terminates. Even though it can lead to a good estimate of the complete sentence
rewards, it comes at a significant computational cost.

Instead, another mainstreammethod is to use continuous approximation based on softmax so that
the objective function becomes differentiable and tokens selection is converted to drawing samples
from a continuous distribution. Prabhumoye et al. [78] use temperature parameter controlled
Softmax to approximate the real Softmax.

We decide to use Gumbel Softmax [62] as a continuous alternative of the softmax function:

softmax( log(P(𝑥𝑖 )) − log(− log 𝜖𝑖 )
𝜏

)𝑥𝑖 ∈𝑥
𝜖𝑖∼U[0,1] (6)

where P(𝑥𝑖 ) is the probability of certain token being selected in each step decoding, and 𝜏 is the
annealing parameter used to control the approximation strength (𝜏 → 0 means Gumbel Softmax
degenerates to the non-differentiable normal softmax, while larger 𝜏 means more randomness. We
slowly decrease 𝜏 from 1 to 0.01 during our training). Note that now the randomness is generated
only from a known uniform distributionU[0, 1] and we are able to do gradient-based optimization
on such continuous estimation.

3.4.3 Polarity Controlling Loss. If we solely rely on the previous back-transformation loss, the
generator will tend to copy and paste tokens from the input sequence. Therefore, we track the
polarization-reversal/depolarization loss in each step, and leverage the fixed polarity discriminator
(D) to judge the quality of newly generated sentences with reversed/neutralized polarity (depending
on whether we are flipping the polarity or neutralizing). We compute the classification loss through
comparing target polarity label and output of the discriminator (assuming the input text is 𝑥 and 𝑠
is the target polarity label):

L𝜃G
3 (𝑥) = −𝑠 log(P(D(𝑥 ′) = 𝑠), where 𝑥 ′ = G(𝑥, 𝑠) (7)

Basically, this loss measures how well the generator is able to convince the discriminator with
regards to the target polarity of the generated text.

3.4.4 Combining the Loss. Combining all above loss, we propose the following global loss function
for optimizing the conditional generator (G):

min
𝜃G

LG = 𝜆1L1 + 𝜆2L2 + 𝜆3L3 (8)
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where 𝜆1, 𝜆2 and 𝜆3 are balancing hyperparameters to control the weights of each kind of loss. We
choose 𝜆1 = 0.1, 𝜆2 = 0.5, 𝜆3 = 0.4 as our setting through experimentation. The experimentation
was done by evaluating the performance of our model for different combinations of these hyper-
parameters. In general, we found that the fluency loss should be weighted lower than the two
other losses, since it encourages the generation to repeat the original text and even the order of
tokens. Meanwhile, content preserving loss should be weighted slightly higher than the polarity
controlling loss to guarantee the generation quality.

3.5 Training Procedure
The training procedure is summarized by Algorithm 1 (The algorithm shows the procedure for
training the polarity neutralizer, similar procedure is used for the polarity reversal model). In
general, we follow the classical GAN [40] training process: for each iteration, we first train the
discriminator until we reach the max D training steps in order to obtain a qualified discriminator,
and then we train the conditional generator until reaching max G training steps focusing on three
main goals of our task: the generated sentence should be fluent (L1), content-preserved (L2) and
have either lower or reversed polarity (L3). After several alternate training on D and G, we expect
the generator to produce high-quality “fake” target polarity sentences and correspondingly the
discriminator should be able to distinguish fake samples from true samples.

Algorithm 1: Our training procedure for the polarity neutralizer
Data: Batches of polar (𝑥𝑠 ) or neutral (𝑥𝑠 ) sentences 𝑥 in the dataset.
while not reaching the end of dataset do

repeat
generate fake polar 𝑥 ′𝑠 = G(𝑥, 𝑠) ;
generate fake neutral 𝑥 ′

𝑠
= G(𝑥, 𝑠) ;

Fix G, use D to discriminate:
fake polar 𝑥 ′𝑠 and true polar 𝑥𝑠 as 1;
fake neutral 𝑥 ′

𝑠
and true neutral 𝑥𝑠 as 0;

Compute L𝐷 given true and fake pairs;

Optimize D with LD;
until reaching max D training steps;
repeat

randomly reorder tokens in 𝑥 →𝑥 ;
Fix D, use G to generate:
𝑥 ′ = G(𝑥, 𝑠) or G(𝑥, 𝑠) given noisy input 𝑥
𝑥 ′′ = G(𝑥, 𝑠 → 𝑠 → 𝑠) or G(𝑥, 𝑠 → 𝑠 → 𝑠);
use D to classify G(𝑥, 𝑠) and G(𝑥, 𝑠);
Compute L1 given 𝑥 ′ and 𝑥 by Eq. (2);
Compute L2 given 𝑥 ′′ and 𝑥 by Eq. (3);
Compute L3 given D(G(𝑥, 𝑠)) and D(G(𝑥, 𝑠)) by Eq. (4);

Optimize G with L1, L2 and L3;
until reaching max G training steps;
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Polarity Reversal & Polarity Neutralization Generation Samples

Type Label Sample

L → C L Trump Accuses FBI, Justice Department of Favoring Democrats.
C Trump Accuses FBI, Justice Department of bias against Republicans.

C → L C Trump Administration policy that could split up families who enter US illegally.
L Trump Administration Considers Tearing Families Apart In who enter US.

Type Label Sample

L → N L Trump Dreamers Plan path to citizenship, Concessions From Democrats
N Trump Immigration Plan Demands Tough Concessions From Democrats

C → N C Senate approves budget in crucial step for Trump’s tax overhaul
N Senate narrowly Approves budget, paving way for tax reform

Table 2. Sample generation of our framework. We underline the main differences between the sentence pairs.

4 IMPLEMENTATION
4.1 Datasets
4.1.1 Allsides. The benchmark dataset we use for the headline polarity flipping task is from the
current state-of-the-art work [20]. They collected 6,447 news articles including metadata (title,
author, publication date) based on 2,781 events from June, 2012 to Feb, 2018 from allsides.com2.
Each news article in allsides.com is labeled with a political polarity label by an editing expert. We
treat left and lean left as liberal; right, and lean right as conservative. We use this dataset for flipping
headlines only to fairly compare our approach with Chen et al. [20].

4.1.2 Media Cloud. Media Cloud3 is an academic research project led by MIT and Harvard Univer-
sity. The Media Cloud collects articles from a large number of media outlets. Using Media Cloud, we
collected and parsed around 360k full-length articles from May 1st, 2018 to May 1st, 2019 (around
6G plain text). The articles are from 22 media outlets. We assign an ideological polarity label to
each outlet using data from the Pew Research Center. The data from Pew is based on a survey
of news consumption by people with different political affiliation4 [18]. The Pew survey has five
ideological groups: consistent liberals, mostly liberals, mixed, mostly conservatives, and consistent
conservatives. These labels are assigned by Pew based on responses to questions about a range
of political values. Pew’s methodology is explained in detail in [83] 5. The labels we assigned for
polarity are liberal (corresponding to Pew’s consistent liberal and mostly liberal labels), neutral (cor-
responding to Pew’s mixed label), and conservative (corresponding to Pew’s consistent conservative
and mostly conservative labels). This dataset is used for full article flipping.

The articles are further annotated with 11 topics and corresponding keywords. We use the survey-
based website6 to choose 11 topics. For each topic, we use the words under the corresponding
title on isidewith.com as query keywords (e.g. topic: Social Issue → query terms: abortion, gay

2https://www.allsides.com/unbiased-balanced-news
3https://mediacloud.org
4https://www.journalism.org/interactives/media-polarization/table/overall/
5https://www.pewresearch.org/politics/2014/06/12/appendix-a-the-ideological-consistency-scale/
6https://www.isidewith.com/polls
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marriage, death penalty, etc). Though the topic information is not used in this paper, it could be a
valuable signal in extensions of this work as polarity can be topic dependent. This dataset and its
corresponding annotations will be made publicly available to encourage replication and extensions
of this work.

4.2 Data Preprocessing
The data goes through preprocessing before it is fed into our model. Since our data is parsed directly
from published articles, there is a sizeable amount of media-related content that exist in the data
(such as html tags, image links, ads, etc). We remove all these content and keep only the text of
the article. All punctuation except for , .?! are also removed. Punctuations are also separated from
the adjacent words (e.g., “is it?” becomes “is it ?”). Digits lower than ten are converted to letter
representation (e.g. 1→ one), and the rest stay unchanged. All paragraph information (like newline
markers) is kept since it could potentially be useful in our task .

4.3 Training
We split the data from Allsides and Media Cloud into training, validation and test sets (70%, 10%,
and 20% correspondingly). The XLNet-based polarity detector was trained on the Media Cloud
dataset with parameter fine-tuning to obtain the best performance (𝐹1 = 0.934). During training,
we used early stop when we observe no improvements after 2000 iterations. We trained our flipping
model using two RTX 2080 GPUs for one hour on the Allsides dataset and ten hours on the Media
Cloud dataset.

5 AUTOMATED EVALUATION
Based on prior work, we use several automatic metrics to evaluate our model’s performance on
polarity flipping, content preservation, and fluency. Each evaluation is explained below. We show
the full result in Table 3. We show example generations in Table 2.

5.1 Polarity Flipping
We train a FastText [70] polarity classifier on our dataset as an external independent polarity
flipping judgement. The classifier has 3 classes (conservative, neutral, and libera), has 300 hidden
dimensions, uses n-grams of up to 3, and was trained for 200 epochs. The classifier achieves an
F1 score of 0.91 on the validation dataset. We use this classifier to predict the polarity label of the
generated sentences. The rate at which the generated sentences “fool” this classifier (i.e., have
their polarity be classified as the target polarity label) corresponds to the success of our polarity
flipping. We use this classifier instead of the discriminator 𝐷 in our GAN model in order to have
independent evaluation of the polarity flipping. We define the flipping accuracy 𝑠𝑝 as the percentage
of the flipped/neutralized sentences that are classified as having the target polarity labels. From the
results, shown in Table 3, it can seen that for headlines, our method outperforms the prior work for
the headlines [20, 81] by at least 10% for all flipping directions. (Chen et al.’s [20] model only works
on polarity reversal so we use Pryzant et al.’s [81] model as a baseline for neutralization). There are
no prior studies for fully body flipping to compare against. However, we can see that our model’s
performance drops when working on fully body vs the headlines. One possible explanation is that
there is weak structural parallelism between headlines is missing in the body text. This makes it
harder for our model to learn polarity invariant information in the full text.

We also do an ablation study to figure out whether our polarity detector (PD) benefits our model.
As can be seen in Table 3, the detector can greatly improve the accuracy of the flipping (reversal or
neutralization). This makes sense since with the PD, the model focuses the sentences that manifestly
carry polarity.
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Automatic Evaluation
N = 36,636

L → C C → L
Methods Accuracy Content Overall PPL Accuracy Content Overall PPL

headlines Chen et al. 0.539 0.832 0.654 89.14 0.302 0.931 0.456 93.58
Ours 0.693 0.841 0.756 89.14 0.528 0.895 0.664 109.76

body text Ours 0.615 0.546 0.289 129.36 0.577 0.756 0.327 134.63
Ours (no PD) 0.537 0.733 0.309 157.81 0.355 0.903 0.254 148.32

L → N R→ N
Methods Accuracy Content Overall PPL Accuracy Content Overall PPL

headlines Pryzant et al. 0.478 0.753 0.585 101.22 0.446 0.652 0.530 120.33
Ours 0.588 0.648 0.617 100.04 0.612 0.774 0.683 91.78

body text Ours 0.531 0.522 0.526 110.61 0.425 0.542 0.476 103.61
Ours (no PD) 0.374 0.837 0.517 149.76 0.353 0.478 0.406 142.36

Table 3. Automatic evaluation of our framework, compared with two prior state-of-the-art models (Chen
et al. [20] on polarity reversal and Pryzant et al. [81] on polarity neutralization). We report polarity flipping
accuracy (§5.1), content preservation (§5.1), overall score (§5.3) and PPL for fluency (§5.4). PD refers to the
Polarity Detector.

5.2 Content Preservation
We use the measurement proposed by Fu et al., [34] that uses embedding-based sentence similarity
to compare the original and generated sentences. We first use a pre-trained FastText model (wiki-
news-300d-1M from FastText [70]) to generate embedding vectors for each token in the original
and generated sentences. We then compute the sentence embeddings by using max, min, and mean
pooling of the embeddings of the words in a sentence. Finally the semantic similarity between
the original and generated sentences are computed through the cosine similarity between of their
embeddings: 𝑠𝑐 =

∑𝐷𝑣𝑎𝑙

𝑖=1 𝑐𝑜𝑠 (𝑣−, 𝑣+)𝑖 . We compute the semantic similarity between the original text
and the flipped text in the test set.

The results are shown in Table 3 as the “Content” score. For the headline polarity flipping task,
our model has comparable performance with the state-of-the-art model in content preservation.
For the body text flipping task, we find that the content preserving score of our model without
the PD is generally higher than the one with the PD. This is because without the PD, our model is
working on the whole text. The majority of the text of an article does not carry polarity and thus is
minimally changed. Since the part of the text that is not changed has perfect content preservation,
the content preserving score of our model without PD is trivially high. In general, the polarity
flipping and content preserving scores are at odds with each other. Better flipping score generally
leads to lower content preserving score and vice versa. This is why we combine these two scores
into one score called the “Overall” score.

5.3 Overall
It is easy for the polarity flipper to achieve high accuracy if it does not have to preserve the content.
Similarly, it can achieve perfect content preservation by simply copying the original input into the
flipped generation. To capture this trade-off relationship in the evaluations, we use the harmonic
mean of the polarity flipping and the content preservation scores as the overall score for evaluating
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the performance of our framework: 𝑠𝑜 =
2𝑠𝑐𝑠𝑝
𝑠𝑐+𝑠𝑝 . As shown in Table 3, for the headline flipping task

our model outperforms the prior work in the overall score for both tasks. The ablation study on
the body text shows that the presence of the PD does indeed improve the overall score.

5.4 Fluency
We use perplexity as a measure of fluency. Given a word sequence of M words𝑤1, ...,𝑤𝑀 and the
sequence probability 𝑝 (𝑤1, ...,𝑤𝑀 ) estimated by a language model (LM), the perplexity is defined
as:

𝑃𝑃𝐿 = 𝑝 (𝑤1, ...,𝑤𝑀 )− 1
𝑀

Perplexity is a widely used measure that captures how well a LM predicts a given sentence. In
other words, if a LM is trained on a large English corpus, it can capture how well a given sentence
fits the English language (i.e., the English fluency of that sentence). Using kenLM [49] (chosen for
its speed and efficiency), we train a LM on our dataset. The LM is trained on n-grams of up to 5.
We use this LM to estimate the perplexity of generated sentences. Lower perplexity scores mean
better fluency of generated sentences. The results are shown in Table 3. In general, the perplexity of
generated body texts is higher than that of headlines. This implies the model has more difficulties
in handling long text. In the headline polarity flipping task, our method does not show an obvious
advantage over the prior methods in terms of the perplexity. A possible reason could be that the
fluency loss (one of the three semantic loss) is a weak training objective for the perplexity of long
text, since we only permute 30% of the total tokens in the input text.

6 HUMAN EVALUATION
To further evaluate whether our method can successfully alter the polarity of news articles as
perceived by human readers, we conducted an online experiment on Amazon Mechanical Turk
(MTurk). MTurk is an online crowd-sourcing platform for online data collection with a diverse
population of workers [16, 75].

6.1 Participants
We recruited 300 participants (𝑁=300) from Amazon Mechanical Turk (MTurk). Participants were
randomly assigned to one of the two tasks (neutralization task: 𝑛=152; reversal task: 𝑛=148).
Participants were all from the United States and above 18 years old. Participants were required
to have a HIT approval rate greater than 95%. Before the task, participants were asked to answer
a demographic questionnaire about their gender, age, level of education, media consumption
preference, party affiliation, and where they fell on a political ideological spectrum (1-Extremely
liberal; 4-Moderate; 7-Extremely conservative). The mean age of the participants was about 34.8
years-old (SD=11.6, Median=31). Among 300 participants, 193 (64.3%) were male, and 107 (35.7%)
were female. Participants on average received about 14.9 years of education. When asked to self-
report their party affiliation, 156 of the participants self-reported as Democrats (52%), 110 (37%)
as self-reported Republican, and 34 (11%) as independent. Participants spent an average of 12.5
minutes to finish the task and were compensated one US dollar for completing the experiment. The
participants’ demographic distribution was shown in Figure 4.

6.2 Experiment Design
6.2.1 Stimuli. We selected ten sets (five originally liberal and five originally conservative) of full-
length articles (body text) and ten sets of headlines from the test set as our evaluation samples. Each
task was a 2 (version: original vs. neutral or reversed) × 2 (headline vs. body text) within-subjects
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Fig. 4. The gender, age, education and party tendency information of the 300 participants (shown in Figure 4(a),
Figure 4(b), Figure 4(c) and Figure 4(d) respectively) based on their answer to the demographic questions at
the beginning of the survey. Education is reported by the highest academic level. High Sch.: High School;
BA/BS: Bachelor of Art/Science; More Adv.: More Advanced. For party affiliation, Ext. = Extreme.

design. In the neutralization task, each set has one originally biased article or headline (Liberal or
Conservative) and one article or headline neutralized by our framework. In the reversal task, each
set has one originally biased article or headline as well as one article or headline with reversed
ideology. Each participant was randomly assigned to read two sets of body text and two sets of
headlines, without being informed which ones are the original and which ones are polarity reversed
or neutralized. The order of stories and headlines were randomized.

6.2.2 Procedure. Within each set, first, participants were asked to read and rate each version
separately. They were asked to rate perceived bias (or political polarity), political ideology, and
readability of each stimulus. Then, two versions (original and flipped) appeared again together
without disclosing the type. Participants needed to judge which version is more unbiased, whether
the two versions have similar content and hold similar political views.

6.2.3 Measurements. Every measurement used 7-point Likert scales [2]. Perceived bias was mea-
sured by asking “How biased do you think this headline (or story) is? 1-Extremely unbiased;
7-Extremely biased.” The ideology of the headline or story was measured by asking “What ideology
do you think this headline or story has? 1-Extremely liberal; 4-Moderate; 7-Extremely conservative.”
Content preservation was measured by three perspectives of agreement on the preservation of topic,
political views, and semantic meaning (note that we want to preserve the political views as the point
of our tool is not to change the views but to change the way of expression). The readability scale
included five items adapted from prior work [48]: well-written, concise, comprehensive, coherent,
and clear. Participants were asked to rate each item from 1- Very low to 7- Very high. We also
evaluated the performance of the polarity detector by asking whether the sentences highlighted
by the polarity detector carried more polarity than other sentences. We included fake/randomly
highlighted sentences to reduce priming effect and make sure the answers were not biased due to
the highlights.

6.3 Results
6.3.1 Polarity Detector. We asked the participants the following question about the polarity of
the two sets of highlighted sentences (true highlights: highlighted by the polarity detector; fake
highlights: randomly highlighted by researchers):

• Do the highlighted sentences carry more political polarity than the unhighlighted sentences?

83% of the participants agreed that the “true” highlighted sentences carried more political polarity,
while only 31% of participants agreed to that for the “fake” highlighted sentences.
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Neutralization Task Reversal Task

L→ N L→ R
Mean (SD) 𝑡 Sig. Mean (SD) 𝑡 Sig.

headline 3.55(1.90)→ 4.24(1.59) -2.02 0.054† 3.60(1.76) → 4.84(1.75) 2.92 0.008*
body text 3.69(1.67)→ 4.10(1.86) - -0.20 0.053† 3.48(1.48)→ 4.27(1.68) -2.74 0.010**

R→ N R→ L
Mean (SD) 𝑡 Sig. Mean (SD) 𝑡 Sig.

headline 4.72(1.91)→ 4.16(1.78) 1.74 0.098† 4.18(1.68) → 3.21(1.71) -0.20 0.078†
body text 4.53(1.80)→ 4.38(1.81) 0.42 0.681 4.41(2.01)→ 3.96(1.65) 1.25 0.222

Table 4. Paired samples t-tests of polarity flipping (neutralization task and reversal task). († corresponds to
𝑝 < 0.10, * to 𝑝 < 0.05, ** to 𝑝 < 0.01, and *** to 𝑝 < 0.001)

6.3.2 Polarity Neutralization. We used paired sample t-tests to examine whether there existed
significant differences in the extent of polarity between the original and neutralized headlines
and body texts. Results were shown in Tables 4: Neutralization Task. It is worth noting that for
originally liberal text, the expected political polarity score should be lower than 4, and for originally
conservative text, it should be higher than 4. An expected polarity score of neutralized text is close
to 4. Results of the neutralization task in the two tables showed that while participants agreed
that our framework succeeded in neutralizing the polarity for all types of of input, the difference
before and after neutralized was marginal significant. Results showed that our framework was
more successful in neutralizing originally liberal headline and text. When seeing both versions,
participants rated the neutralized versions as more neutral than the original versions. On average,
86% of participants agreed the neutralized version are more unbiased than the original version for
both headlines and body text.

6.3.3 Polarity Reversal. Same as the neutralization analysis, we used paired sample t-tests to
examine whether there existed significant differences between the polarity of the original and
reversed headlines and body text. The results were shown in Tables 4: Reversal Task. Results
of the polarity reversal task showed that participants agreed that our framework succeeded in
reversing the polarity for all types of of input, though the effects were only statistically significant
for originally liberal input. For originally conservative headline, the difference before and after
reversing was marginal significant. As was the case with the neutralization, our tool was more
successful in reversing the polarity of originally liberal text. After seeing both versions, on average
76% of the participants agreed that our framework successfully reversed the political polarity of
the headlines, while 81% of the participants agreed with that for body.

6.3.4 Party Affiliation Effect. To further examine whether party affiliation had a main effect on
perceived bias scores, we also conducted a multivariate analysis of variance (MANOVA) to measure
the effect of the participants’ political party affiliation on the bias scores before and after polarity
flipping. Analysis from the MANOVA showed that for the liberal headline neutralization task,
party affiliation had a significant main effect on the bias score before neutralization (F=5.52, 𝑝=
.01, Wilk’s Λ= .04, partial 𝜂= .21) whereas party affiliation did not have a significant main effect on
the bias score after neutralization. Though these results were not significant in other setups, they
still indicate that our neutralization tool has the potential to reduce the bias gap brought by party
difference. The overall shift in perceived bias for all tasks is shown in Figure 5.
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Model L → C Model C → L Model L → N Model C → N
B SE Sig. B SE Sig. B SE Sig. B SE Sig.

Constant 2.20 1.25 0.09† 4.39 2.02 0.03* 2.02 1.24 0.11 2.22 1.29 0.09†
Original Bias 0.35 0.12 0.006** 0.37 0.16 0.02* 0.58 0.12 0.00*** 0.52 0.12 0.00***
Original Ideology 0.15 0.12 0.23 0.01 0.16 0.93 -0.08 0.13 0.54 -0.02 0.12 0.88
Gender (Male) -0.65 0.42 0.13 -0.45 0.52 0.39 0.29 0.47 0.54 0.47 0.41 0.26
Race (White) 0.21 0.43 0.63 0.10 0.68 0.88 -0.003 0.41 0.99 -0.14 0.52 0.80
Education -0.01 0.05 0.90 -0.11 0.12 0.34 -0.03 0.06 0.62 -0.03 0.04 0.49
Age 0.04 0.02 0.03* 0.003 0.02 0.89 -0.01 0.02 0.39 0.00 0.02 0.86
Participant’s Ideology -0.66 0.23 0.006** 0.003 0.26 0.99 0.08 0.19 0.69 -0.07 0.16 0.66
Party Affiliation 0.21 0.11 0.06† 0.07 0.16 0.65 0.08 0.15 0.63 0.09 0.10 0.37
Media Consumption 0.36 0.24 0.15 -0.05 0.30 0.88 0.10 0.17 0.58 0.05 0.17 0.76

𝑅2 0.34 0.17 0.53 0.33
Adjusted 𝑅2 0.21 0.003 0.44 0.22
Sig. 𝐹 Change 0.02* 0.44 0.00*** 0.006**

Table 5. Multiple Linear Regression Results. The outcome variable in each model is the perceived bias score
after flipped or neutralized. Gender (Male = 1, Female = 0) and Race (White = 1, Non-white = 0) are categorical
variables. Other predictors in the model are all continuous variables († corresponds to 𝑝 < 0.10, * to 𝑝 < 0.05,
** to 𝑝 < 0.01, and *** to 𝑝 < 0.001).

6.3.5 Multiple Linear Regression. We further investigated the effects of certain demographic
variables on the performance evaluation. Multiple linear regression was conducted to predict the
perceived bias after being neutralized or flipped (on the same 7-point Likert scale as before) by
predictors including the original perceived bias, the original article ideology, and participants’
demographic variables. Except for Model C→ L, significant regression equations were found in
other three models (L → C, L → N, C → N). Table 5 showed that perceived bias of the original
version was a significant predictor in each model. Party ideology was a significant predictor in
Model L → C ( 𝑝= .006). Bias and ideology were all measured as continuous variables with the
lower score corresponding to more liberal and the higher score corresponding to more conservative.
The result showed that in Model L → C, the increase of participants’ ideology score can lead to
the decrease of the flipped perceived bias score when controlling for other predictors. This result
indicates that the more liberal the participants, the more likely they are to think that our model
successfully flipped the polarity from liberal to conservative.

6.3.6 Readability. The readability scale was adapted from Haim et al. [48] by asking “how readable
the headlines/full-length is?” (1-Very low to 7-Very high). Five items were used to measure the
readability of each stimulus:

• Q1: Is the headlines/full-length article well-written?
• Q2: Is the headlines/full-length article concise?
• Q3: Is the headlines/full-length article comprehensive?
• Q4: Is the headlines/full-length article coherent?
• Q5: Is the headlines/full-length article clear?
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(a) Neutralization Task + Originally Liberal Text (b) Reversal Task + Originally Liberal Text

(c) Neutralization Task + Originally Conservative Text (d) Reversal Task + Originally Conservative Text

Fig. 5. The averaged polarity shifts after we perform polarity neutralization and reversal on originally liberal
or conservative text.

Five items were highly correlated ( Cronbach’s 𝛼 = .92,M = 23.69, SD = 7.06). Thus, we averaged
five items into one reliable readability index. For the polarity neutralization task, the results showed
that the neutralized version did not lose readability. As shown in Table 6: Readability, paired
sample t-tests showed that no statistically significant differences exist between the readability
of the original versions and neutralized versions of the texts for both headlines and full-length
articles. In terms of the polarity-reversed versions, the readability was slightly lower than the
original versions but this difference was not statistically significant. Results showed that articles
and headlines flipped by our framework were as readable as the original ones.

6.3.7 Content Preservation. Participants were asked the following three questions about content
preserving performance of our tool:

• Q1: Do you agree that the three texts above talk about the same topic?
• Q2: Do you agree that the three texts above hold the same political views?
• Q3: Do you agree that the three texts above are semantically similar?

The first question was designed as a soft content preserving check, since it is not hard for the
tool to maintain the general topic of an article. The second questions was a harder check as it asked
about the underlying political views contained in the text. Note that we do not want the tool to
change the political views (i.e., turn an anti-immigration article to a pro-immigration article). The
third question was designed to measure the preservation at the semantic level. Results were shown
in Table 6: Content Preservation. For all tasks and inputs, the vast majority of the participants
agreed that the content of the texts were similar for all three questions. In general, more participants
thought that the framework preserved the content better for the body than the headline. This
could be explained by the fact that full-length articles are longer and have more context than the
headlines, making them more robust to changes.
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Neutralization Task Reversal Task

Readability
M(SD)-before M(SD)-after Sig. M(SD)-before M(SD)-after Sig.

headline 5.17(1.33) 5.28(1.42) 0.62 5.44(1.25) 5.24(1.31) 0.64
body text 5.33(1.17) 5.38(1.29) 0.63 5.28(1.05) 5.12(1.06) 0.37

Content Preservation
Topic Political Semantic Topic Political Semantic

headline 91.46% 81.27% 87.60% 92.22% 79.17% 87.78%
body text 97.52% 87.13% 92.57% 94.53% 74.63% 93.03%

Table 6. Readability: Paired samples t-tests of readability were used to determine whether there is statis-
tically significant differences in readability between original and flipped text. Content Preservation: The
percentage of participants who agree that our flipped text successfully preserves the content in terms of
topic, political views and semantic similarity. († corresponds to 𝑝 < 0.10, * to 𝑝 < 0.05, ** to 𝑝 < 0.01, and ***
to 𝑝 < 0.001)

7 DISCUSSION
7.1 Theoretical Contribution
Our work adds to the previous literature in both social science and computer science fields. Many
studies on selective exposure have found that people are subconsciously inclined to read the news
that is congruent with their prior opinions due to confirmation bias [4]. According to our human
evaluation, the original perceived bias is a strong predictor of the flipped polarity in the regression
models, which further confirms the important role of people’s preexisting beliefs.

Social scientists have demonstrated that news content has significant effects on shaping readers’
political attitudes [10, 37]. Previous work constructs an index of media slant to automatically
identify most partisan phrases used by either Democrats or Republicans. For example, one study is
based on counts of all phrases used by Congressional Record and newspapers [37]. The frequency
counting method is meaningful yet not capable of reflecting different contexts. Our work, however,
addresses this issue by using a context-aware polarity detector.

Apart from detecting bias, our work also provides an effective way to reduce readers confirmation
bias. Prior research has explored how to expose people to diverse political news by developing a news
service which provides readers with multiple viewpoints [76] or manipulating simple presentation
techniques such as highlighting agreeable items via browser widgets [72]. These highlighting
presentation techniques, however, appear to be not effective for challenge-averse individuals who
dislike challenging messages [72]. Adding to previous literature, our work further examines whether
presenting news either neutralized or flipped by our transformer-based framework can reduce
people’s perceived bias and is shown through evaluations to be effective in mitigating bias.

One finding of our human evaluation is that the more liberal people’s orientation are, the more
they believe that our model successfully flips the polarity from liberal to conservative. This result
is interesting in that it shows the effect of people’s political ideology on their perception of news
bias. Previous studies on hostile media effect have found that partisans tend to perceive the bias of
slanted news coverage differently depending on their own political ideology [46]. Our results are
consistent with previous findings. Furthermore, our work provides a new approach to examine
hostile media effect by examining how partisans react differently when seeing the polarity of
news flips. Another interesting finding of our study is that our neutralization tool can reduce
the perceived bias differences between two parties. Future work can further explore whether the
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partisan difference can be reduced by exposing neutral news content to people with different party
affiliations.

7.2 Practical Implications
Our framework has great potential to be used by both scholars and practitioners in the real world.
Many scholars have pointed out that without intervention, media will inevitably keep facilitating
the proliferation of online echo chambers due to cognitive bias and other social reasons [4, 85]. In
order to maximize profits, certain media organizations may even cater to a partisan audience by
suppressing information that partisan readers do not like hearing [14]. By proposing our novel
framework to detect polarity, and then reverse or neutralize the polarized text, we offer an alternative
way to mitigate political polarization and echo chambers.

7.2.1 Social Science Research. In recent decades, political polarization has become a central focus
of social scientists [5]. Social scientists can use our framework to test different theories. For instance,
selective exposure scholars suggest that individuals often prefer attitude-consistent information
due to habitual news use and cognitive dissonance [47, 59]. Other research show that people also
seek counter-attitudinal information when a) they have great interests in politics and strong party
preference; b) when they perceive the issue as highly important; c) when the articles have accessible
attitudes [59]. Previous studies often use news content from real media outlets as experimental
stimuli (e.g. [99]). For instance, many researchers use national outlets the New York Times and the
Wall Street Journal to respectively represent liberal- and conservative-leaning newspapers [44].
Even though many social scientists try to pre-test the stimuli in order to select news articles or
headlines with different political ideology (e.g. [97]), it’s still hard to avoid potential bias caused by
different writing quality or source credibility [65, 94]. By using our framework to manipulate the
ideology of stimuli, such potential bias can be reduced since our framework is capable of flipping
the ideology without shifting semantic meaning and readability of news articles. Social scientists
can further explore whether selective exposure effects can be reduced when using phrases and
expressions that are either neutral or leaning towards participants’ preexisting political beliefs,
while controlling for other factors. Other social science theories such as confirmation bias and
hostile media effect can also be tested by using our framework to generate comparable stimuli.

7.2.2 Practical Application. Besides the usage in academic research, our framework can become a
promising tool for a variety of practical applications. The potential user groups could include:

• Content creators such as journalists or editors who have the intention to appeal to larger
audiences so that audience of different ideological persuasion would be more receptive of their
messages. Studies have demonstrated that news producers or media watchdog organizations
(e.g., Ad Fontes Media7) have made considerable efforts, such as establishing journalism ethics
and standards to mitigate media bias [6]. Our tool can be a valuable addition to the arsenal of
such content creators.

• Content consumers who seek out a broad range of political opinions and information, or
so-called “diversity-seeking” individuals [92]. Existing tools on the market either simply score
the political bias in terms of media source (such as NoBias8 and NewsGuard9), or act as news
aggregators that expose diverse news to readers (such as AllSides10 ). Laboratory tools [76, 92]
mostly focus on finding the optimal ratio of congenial and uncongenial information to satisfy

7https://www.adfontesmedia.com
8https://www.nobias.com
9https://www.newsguardtech.com
10https://www.allsides.com
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readers to the utmost extent. Our tool does not simply label articles with bias scores or
prepare a set of unbiased news for the consumer. It empowers news consumers with the
ability to flip or neutralize the polarity of any article they choose by themselves so as to make
the content more palatable to their tastes.

• Social media platforms whose recommendation algorithms try to amplify the information that
users are likely to engage with in the future [86]. By changing the polarity of information to
better match the users’ tastes, social media platforms can serve the same content, albeit with
different polarity, to users on different sides of the political spectrum. This will not only help
social media platforms by increasing engagement, but will also help reduce filter bubbles.

7.3 Limitations and Ethical Concerns
Admittedly, our framework can raise ethical concerns if used by people with ulterior motives. For
instance, computational propagandist may use the framework to campaign and attract supporters.
Another concern might be the misperception of the original author’s intentions by transferring
the style. Note that our framework aims to provide an alternative way to engage people with
different pre-existing opinions and beliefs. Our framework can potentially reduce confirmation bias
and intrigue people with different beliefs to expose themselves to topics and content they would
selectively avoid before, which is the main goal of the framework.

A main limitation of our framework is that while it can maintain the content of a piece of text, it
cannot guarantee that the underlying message is unchanged when the polarity is modified. That
is because in some cases the style used by the author of a text is deliberately chosen to convey a
particular message. Since our tool is essentially modifying the polarity by changing the writing
style, it could inadvertently affect the underlying message.

8 CONCLUSION AND FUTUREWORK
This work extends the current political polarity headline flipping task to full-length articles and
proposes a novel framework aimed at solving two key problems in this task: (1) Detecting and
locating politically polar text in a large article; (2) Reversing or neutralizing the polar text without
harming content and fluency. We proposed a polarity detector and a polarity flipper, all based on the
Transformer architecture. We used automatic and human evaluations to measure the performance of
our framework. We outperform the current state-of-the-art model in several evaluation tasks where
direct comparison can be made. Human evaluations confirm that from the view of independent
observers, our tool is capable of reversing/neutralizing both headline and full-length articles while
maintaining overall fluency and preserving the content. While evaluations show that our model
is performing well, there is still much room for improvement. This task, flipping the political
polarity of articles, suffers from a lack of clear definition, and more importantly, a lack of standard
benchmark datasets. We have made an attempt in this paper to rectify this problem by clearly
defining the task and its sub-tasks and collecting and releasing a large annotated dataset for this
task.
We hope our framework can be used by social scientists and practitioners to break the echo

chamber by reducing political polarization. Though outside the scope of this paper, an immediate
extension of this work is to recruit communicators to use this tool and use randomized controlled
trials to evaluate the effectiveness of the tool in reaching filter-bubbles. Future work can expand
our dataset by including news articles from more diverse outlets (such as independent, non-profit
or startup media) to cover a wider spectrum of political views. Considering partisans may have
diverse attitudes towards different issues, future work can also include a more balanced distribution
of topics so that the effects of different topics (such as gun control and abortion) on partisans’
perceptions of flipped news stories can be better understood. Finally, another direct extension to
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our work could be an investigation on what is the proper ratio of flipped and original sentences
that can produce the most satisfying reading experience.
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