A tactile shirt for teaching human motion tasks
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Abstract—This paper presents a simple prototype of a
lightweight sensing and tactile communication system that
allows bidirectional communication between two humans, or
between a human and a computer. This system tracks the user’s
actions with simple sensors, and uses tiny vibration motors as
feedback devices. Vibration motors provide feedback that is
both intuitive and minimally intrusive. The design is simple,
flexible, and extensible to large-scale, full-body motion tasks.

I. INTRODUCTION

This paper presents first steps towards the design of a
lightweight sensing and tactile communication system that
allows bidirectional communication between two humans, or
between a human and a computer.

We are motivated by a particular application: teaching
a human physical motions for athletics, rehabilitation, or
recreation. Teaching someone to swim, dance, do yoga, or
play a musical instrument is hard: precise, simultaneous
placement or quick movement of parts of the body is
hard to observe, explain, and execute. While platforms such
as Khan Academy, Coursera, codeacademy, and edX have
democratized the spread of information, the focus has largely
been on traditional academic disciplines where the task is
non-physical. In the long term, we would like to bring the
benefits of online teaching into the physical world.

There are different types of human physical tasks, each
with its own challenges. Posing tasks include yoga and
posture improvement for standing or sitting. The challenge is
to achieve a particular configuration, possibly requiring some
balancing of internal and external forces, and to maintain that
configuration for a duration. Motion tasks such as swimming
or gymnastics require a sequence of poses to be achieved,
continuously and at speed. However, in some cases, training
of the human may be done at a very slow speed, as long
as body stability can be maintained at slower speeds. Fine
manipulation tasks such as playing an un-fretted string
instrument or painting require small-scale control of motion
with high precision.

In preliminary work, we designed a system that allowed
us to “program” a blindfolded human to fold a shirt and
to navigate a room. Motion capture detects configurations;
vibrating motors sewn into a suit direct motion of the arms,
hands, and body.

We start with a brief overview of related systems in
section II. In Section III we provide a high level design
overview. Section IV describes the motion feedback system
in detail, and in Section V we discuss lessons learned and
future directions.
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II. RELATED WORK

The TIKL system [16] is perhaps the closest to the system
we developed in our preliminary work. TIKL augments
visual feedback with feedback from vibrotactile motors.
Augmenting visual feedback with tactile feedback improved
the learning of certain motions.

Navbelts, belts augmented by vibration motors, are a
popular form of electronic travel aid for the blind. These
devices were originally developed in the 1990s ([3], [24])
and are still popular with users. In [26], Spelmezan et al.
studied the feasibility of providing vibrotactile feedback for
whole-body motions.

Zheng and Morrell [30] designed a posture chair. Their
system uses seven force sensors embedded in the chair
to detect the user’s posture and six vibrotactile motors to
provide posture feedback. Vibrotactile feedback is rapidly
gaining in popularity in the domains of sports, navigation, re-
habilitation, gaming, and motor learning. Alakhone et al. [1]
provide a recent survey of applications using vibrotactile
feedback.

In virtual reality, much focus has been on complete phys-
ical experiences. Teaching pose or motion may be simpler
— we do not need to recreate the complete experience, but
only guide at critical points. One class of VR applications
are used to train users in situational awareness. Examples of
such systems include [23], used to train law enforcement
personnel for hostage crises. A similar system, described
in [6], trains users to evacuate a battleship in case of
emergencies.

Another class of VR trains users with intelligent agents.
Agents are virtual characters in the virtual environment that
interact with the user and train them. Rickel and Johnson
([121,[22]) created an interactive agent STEVE (Soar Train-
ing Expert for Virtual Environments) to assist users with
machine operation training.

Holden et al. ([17], [10]) describe a virtual-environment-
based tracking system to augment conventional rehabilitation
therapy. Piron et al. ([20], [21]) have applied a similar tech-
nique for upper-arm motion rehabilitation with encouraging
results.

The Just follow me system [28] uses ghost metaphors
with virtual-reality to teach users dance moves. A ghost
metaphor is a virtual-reality image of a trainer (constructed
from motion-capture data) that is displayed in front of the
trainee, who is expected to imitate it. Hachimura et al. [7]
developed a similar system using mixed-reality technology.

Motion training is an important part of rehabilitation
following a stroke or neural injury. MIT-Manus [9] (and



later generations of the same system) are examples of haptic
devices that learns a particular action in a learning phase
and guide the patients through the same motion. Volpe et
al. [27] show encouraging results using the Manus robot in
rehabilitation of patients following a stroke.

Exoskeletons are popular for rehabilitation applications.
The Bionic research lab at University of California at Santa
Cruz has developed a wide range of exoskeletons for the
human arm. Their most detailed exoskeleton for the upper
body allows the user to control a seven-degree-of-freedom
human arm [19]. Other assisting systems such as [5] target
the lower limbs with special emphasis on gait correction.

Some attempts have been made to leverage the power of
virtual-reality systems for haptic feedback. Jack et al. [11]
describe a novel rehabilitation approach where patients wear
haptic gloves to perform predesigned tasks in a virtual world.
Yokohoji et al. [29] designed a system (WYSIWYF) to
provide haptic feedback in a virtual environment.

Alexander et al. [2] used simple, low-resolution video-
based motion-capture to analyze the efficacy of exercise in
the elderly. Mora et al. [18] have used motion-capture data
for correcting body posture while playing the piano.

Johnson et al. [13] built a sympathetic interface to let users
control the actions of an animated character. Their system
captured the user’s action using a plush toy embedded with
wireless sensors such as accelerometers, magnetometers, and
gyroscopes.

In a novel medical application, Lee et al. [15] estimated
the gait parameters such as stance, swing, single support, and
double support time of the gait cycle using accelerometers
attached to the patient’s ankles. Hesch et al. [8] used a
pedometer, a walking cane, a three-degree-of-freedom gy-
roscope and a 2D laser scanner to guide a blind user in a
known environment.

III. SYSTEM DESIGN

There are some fundamental differences between robots
and humans from a controller’s perspective. Humans have
binocular vision, touch sensitive skin, ten fingers, compliant
force control, and natural inverse kinematics. Our systems
leverage human capacities for sensing and manipulating the
environment. For example, the shirt-folding system (sec-
tion IV-C) uses human abilities to naturally perform inverse
kinematics and grasp cloth.

Conversely, due to lack of a “standard interface” human
response to feedback is slow, error-prone, and unpredictable.
Much of the contribution of the work is in a preliminary
attempt to address these human limitations, by providing
feedback that is detailed enough to enable users to accom-
plish the tasks, yet intuitive and simple enough for users to
comply with it.

Hardware setup

Figure 1 shows an overview of the tracking system, the
feedback system, and the controller. The tracking devices
provide the controller with the user’s current state. Based
on the user’s state the controller calculates the appropriate
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Fig. 1. System overview. The tracking system sends the current user state

to the controller. The controller calculates the required feedback and sends
it to the user, who changes state according to the feedback

feedback and conveys it to the feedback device. The user
changes his state based on this feedback, and the system
iterates until the user completes the motion task.

We used a Vicon MX system running Vicon Nexus soft-
ware to track users for configuration tasks. We used WiTilt
v3 [25] modules as tracking sensors for trajectory tasks.
WiTilts contain a three-axis accelerometer as their sensor.
These sensors measure acceleration along three mutually
orthogonal directions, and wirelessly transmit the sensor
readings over a serial-over-Bluetooth connection using an
RN-41 Bluetooth module. For tracking user’s motion we
mounted the WiTilts on the user’s body.

We provide vibrotactile feedback using Lilypad vibration
motors [4] that are mounted on the user. Based on the
controller’s instructions, some of these motors are switched
on or off or pulsed. The user performs actions depending on
the motors that are buzzing. The controller communicates
with the feedback motors using communication devices. We
used two communication devices for our applications: an
Arduino BT microcontroller and XBee RF modules. The
controllers are C++ applications that run on a Windows
workstation.

IV. EXPERIMENTS AND RESULTS

For configuration tasks, the systems defines a set of motion
primitives for the user. The choice of motion primitives
depends on the task. An important characteristic for a motion
primitive is that they are simple action that humans can
easily perform. The complexity of a motion task is different
from the complexity of the underlying motion. For example,
walking is a complex motion that involves moving multiple
joints and balancing the body’s weight. However, a motion
task defined as prompting a person to walk in a straight line
may require only a simple motion controller.

A. Mobile manipulation system

The mobile manipulation system allows a blindfolded user
to navigate a room and manipulate objects. Such a system
could be used as an aid to the visually impaired or provide
task-based motion training.

The mobile manipulation system consists of two subsys-
tems: the manipulation system and the navigation system.
The manipulation system takes the target location (in world
coordinates) as input, and guides the user’s hand to the
specified location. The navigation system guides the user to
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Fig. 2. (a)Marker positions for the arm skeleton used by the posing system.
(b) The placement of Lilypad motors on the arm for the manipulation
system. Each of the motors shown here has a corresponding counterpart (not
visible in this figure) to prompt the user to move in the opposite direction.

a target location and orientation, where orientation refers to
the direction that the user is facing.

For both the navigation and manipulation subsystem, the
user is restricted to a discrete set of predefined actions, the
motion primitives. These motions are natural — they do not
need complex training — and they depend on the task. Given
a task, these systems prompt the user through a set of motion
primitives that guide him to the target configuration.

The mobile manipulation system provides feedback using
Lilypad [4] vibration motors. Two vibrating motors are
typically used for each motion primitive. The motors are
placed at locations that are intuitive for the particular action.
For example, if the motion primitive is bending the elbow,
a motor is placed near the elbow. When a motor buzzes, it
signals the user to carry out the associated motion primitive.
Restricted control implies that at any given time the system
buzzes only one motor, simplifying the interpretation of
feedback.

The manipulation system calculates the user’s state by
tracking the positions of four markers placed on the user’s
arm (figure 2(a)), and the user’s shoulder acts as the origin
of the body frame of reference for that arm. The configu-
ration space variables for the system are the spherical polar
coordinates for the hand, (r, 6, ), where r is the distance
from the origin, 6 is the longitude, and ¢ is the colatitude.
The mobile manipulation system relies on the human being
to sense and grasp the object properly.

The motion primitives for the manipulation subsystems
are three free rotations around joints: yaw and pitch rotation
around the shoulder joint and the bending of the elbow joint.
The navigation system utilizes two natural motion primitives:
walk straight ahead, and turn in place. The walk-straight
primitive needs one motor that prompts the user to walk
straight ahead. The navigation system uses two motors for
the turn-in-place primitive: one to indicate turning left and
another to indicate turning right. The manipulation system

typically enables the user to place the object within 1 cm of
the target location.

The locomotion controller uses a simple “turn-drive-turn”
algorithm. In the fist phase, the controller orients the user
towards the target location, and then prompts him to walk
straight towards it. Since the amount of turning and walking
straight might not be precise, this phase may need multiple
iterations till the user reaches the target location. Once at the
target location, the user is prompted to turn in place until he
is aligned with the target orientation. The navigation system
is typically able to guide the user to within 15 cm of the
target location and within 15° of the specified orientation.

B. Arm-posing System

We also developed a system that guides a four degree-of-
freedom model of the arm to a specified pose. For the arm-
posing system, a pose is specified with four joint angles: the
yaw (0), pitch () and roll (3) for the shoulder joint, and the
elbow bend (). We ignore other degrees of freedom in the
arm (two in the wrist and one in the forearm). The controller
calculates the joint angles from motion-capture markers by
solving the inverse kinematics equations for the arm. Based
on the current and the target joint angles, the posing system
directs the user through a set of motion primitives to achieve
the target pose.

The motion primitives for this system are three natural
rotations around the shoulder joint and the bending of the
elbow. Each of these motion primitives changes the corre-
sponding degree of freedom for the arm.

Figure 3 shows a set of images of successfully completed
poses.

C. Shirt-folding system

We developed a system that guides a blindfolded user
to fold a T-shirt. The shirt-folding system is more complex
than other systems, and controls two arms using restricted
feedback. The shirt-folding system combines some basic
motion primitive into high-level motion tasks, and uses a
sequence of such motion tasks for folding a T-shirt.

The shirt folding system uses the Cartesian coordinates
of one fingertip on each arm to represent the system’s state.
The feedback motors are placed on the user’s upper arm
and forearm. The motion primitives correspond to moving
the arm along three orthogonal directions (up/down, for-
ward/backward and left/right).

We further defined a set of high-level motion tasks by
combining these simple motions. Each high-level motion task
involves moving the arm(s) to follow a particular sequence
of motion primitives. Some of these high-level motion tasks
involve moving both arms simultaneously. Each step in
the shirt-folding process is achieved using one high-level
motion task. The high-level motion tasks include place one
hand, move arms in parallel, and lay-down, an alternation
of downwards and forward motions that causes the user to
spread the-shirt on the table while lowering it.

A Vicon MX motion-capture system tracked an 11-marker
skeleton of the user’s arms and torso. This system used 12



Fig. 3.

The posing system guides the blindfolded user to copy the poses assumed by the second user. The actor on the left assumes a pose, and the

blindfolded actor on the right is prompted to copy it. These images show a set of four successive poses.

motors (six on each arm) to provide feedback. Every motor
corresponded to one particular motion primitive (either in
positive or negative direction along a canonical axis).

Figure 4 shows a sequence of figures from one run of a
user folding a T-shirt. Users were able to consistently fold
the T-shirt using the system’s feedback, and the average time
for the fold was between two and three minutes.

D. Posture Shirt

Many human tasks require people to maintain a fixed
posture. For example, it is important for piano players to
maintain good posture while playing (see Mora et al. [18]).
People working at a desk for extended durations are often
advised to maintain a good posture to avoid problems such
as chronic back aches. In the absence of external feedback,
many people slowly drift from a good posture to a bad one,
without noticing the change.

The posture system tracks the inclination of the user’s
upper back along two axes: one running along the waist, and
the other parallel to the ground and perpendicular to the first
axis. We refer to the rotation around the first axis (running
along the waist) as the bend in the user’s torso, and the incli-
nation along the second axis as the lean.The posture system
defines an ideal state and acceptable thresholds around the
ideal state. If the user strays beyond these thresholds, he is
prompted to correct his posture.

We conducted the experiment on ten volunteers. Before
starting the experiments, the researcher explained the goals
of the experiment and the details of the tracking and feed-
back devices to the users. The experiment consisted of two
parts, each lasting ten minutes. In the first part, the system
measured the user’s torso’s orientation without providing
feedback. In the second part, in addition to tracking the user’s
orientation, the posture system provided feedback to confine
users to the desired target orientation.

Experiments used a § value of three seconds and a timeout
duration of five seconds before restarting the feedback loop,
and a threshold value of 15° for bending the body in any of
four cardinal directions.

Figure 5 shows the results of the posture system for one
user. The two green and yellow horizontal lines correspond
to the bending and leaning thresholds for the user. Ideally,
the user’s bending and leaning values must remain between
these two horizontal lines. The blue and black curves in
the graphs correspond to the user’s bending and leaning
angles measured by the sensor. The pink portion of these

curves corresponds to periods when the user was not in an
acceptable orientation.

It is clear from figures 5(a) and figure 5(b) that the user
strayed beyond the acceptable threshold significantly more
without feedback. In figure 5(b), within a short time of
straying over the threshold the user returned to an acceptable
configuration. For all ten users, figure 5(c) shows the per-
centage of time the users were sitting in a bad posture both
with and without feedback. The black curves in figure 5(c)
(corresponding to the feedback case) is significantly below
the blue curves (corresponding to the case with no feedback).

E. Arm Motion System

We tested the arm-motion-feedback system for a simple
repetitive arm motion. The elbow joint was the active degree
of freedomthat bends/extends the elbow joint. This motion
is similar to an arm-curl in weight lifting. The shoulder joint
was the constrained degree of freedom, where the goal was
to keep the upper arm parallel to the ground. The motion
involved performing two motion segments sequentially. The
first motion segment involved extending the forearm so that
the bend in the elbow joint was 150°. The second motion
segment involved bending the elbow joint until the bend was
90°!. These angles are natural angles, and so they are easy
for the users to understand. The waiting time between the
two segments was three seconds. The associated background
task was to maintain the upper arm parallel to the ground.
This background task prevents the upper arm from dropping
while performing arm exercises.

The complete specification for the task could be stated
as: bend/extend the arm till the target configuration, hold
the pose for three seconds and maintain the upper arm in a
horizontal position all through the motion. We evaluated the
system on all three aspects of the motion: accuracy of the
foreground task, maintaining form for the background task,
and holding the pose for the correct duration between tasks.

WiTilts [25] were used to track the user’s arm configura-
tion. The WiTilts were mounted on the user’s upper arm and
forearm to track the two segments. WiTilts provide accurate
acceleration data about their three axes, but this data is noisy.
This noise causes spikes in the acceleration values, even
when the underlying motion is smooth. We used a low-pass
filter with weighted average over a history window.

'A fully extended forearm makes an angle of 180° and a fully bent
forearm makes an angle of 0°.



Fig. 4. Different steps involved in folding a T-shirt. Our systems guides a blindfolded user through a sequence of manipulation moves that fold the T-shirt.
Note: not all moves are shown in this figure.
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Fig. 5. Example results for one subject using the posture system. (a) User’s posture data without feedback. (b) User’s posture data with feedback. The
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Fig. 6. Examples of arm motion under different feedback conditions. (a) No feedback, only verbal description. (b) Visual instructions from watching
an example video. (c) Vibration feedback with my system. All figures are from the same subject. o refers to the bend in the elbow and ¢ refers to the
elevation of the upper arm. The green horizontal lines show the tolerated threshold for the error in the elbow bend, and the magenta lines show the tolerated
threshold for the upper arm elevation.

We tested the arm-motion feedback system on 10 volun-  and with vibration feedback. For each of the three feedback
teers. Every volunteer was asked to perform the motion under  cases, each user was asked to perform the motion three times.
one of three different conditons: with verbal instructions, Each of these trials lasted 45 seconds.

with visual instructions (a video of the expected motion), Figure 6 shows the results from one trial for one user
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with verbal instructions (figures 6(a)), visual instructions
(figure 6(b)), and vibration feedback (figures 6(c)). In these
figures, a refers to the bend in the elbow joint and ¢
refers to the elevation of the upper arm. The yellow and
magenta horizontal lines represent the error threshold around
the target configurations for the foreground and background
tasks respectively.

Figure 6(c) shows the user’s performance when provided
with vibration feedback. The user performs the task accu-
rately. For the foreground tasks, the user’s target configura-
tions lie between the yellow line. The upper arm’s elevation
mostly remains within the threshold for the background
task. The waiting interval between the successive tasks is
consistent and closer to the desired value (three seconds)
than for other modes of feedback.

The examples shown in figure 6 are representative of the
general performance for the three experimental conditions.
For every trial, it is easy to calculate the fraction of ob-
servations where the background constraint was violated.
Figure 7(c) plots a bar graph for the fraction of times the
background constraint was violated. For vibration feedback,
most trials have a small (less than 10%) fraction of obser-
vations where the background constraint was violated. Both
visual instruction and verbal instructions systems show an
almost uniform distribution for the fraction of observations
that violated the background constraint. These results show
that real-time feedback was effective in assisting users to
observe the background constraint.

Figure 7 compares the results of the three methods for
the foreground tasks. Both verbal- and visual-instructions
systems show a large spread in the termination angle and
the waiting intervals between foreground tasks. On the other
hand, the terminating angle for vibration feedback shows
two sharp peaks at 150°and 90°, the terminating conditions
defined by our task descriptions. Also, the waiting time
between foreground tasks show a sharp peak around 4000 ms
and rapidly decrease; users showed small variance in their
waiting time when they were provided vibration feedback.
This implies that my system prompts users to wait for a
consistent duration. The wait time of 4000 ms is, however,
slightly longer that the 3000 ms specified by the tasks. In

summary, the arm-motion feedback system provided effec-
tive feedback for all three aspects of the motion: accuracy,
timing and form. This system was able to elicit uniform
performance across users, as shown by sharp peaks in the
distributions for the three motion metrics.

F. Motion Synchronization

Human beings need to synchronize actions for many
applications: rowing as part of a crew, dancing as a troupe,
synchronized swimming, tug-of-war, etc. Actions need syn-
chronizing in many different contexts, each with their own
challenges and objectives. For example, in rowing and tug-
of-war all actors need to apply force at the same time. On the
other hand, dancers in a troupe need to execute their actions
in the proper sequence with precise timing.

We have built a motion-synchronization system that syn-
chronizes two users. Our system concentrates on one par-
ticular application: synchronizing the motion of two actors
where one acts as a leader and the other as a follower. The
actors cannot see each other, and the feedback from vibration
motors is the only external cue to synchronize their motion.
Further, only the follower receives feedback to match the
leader. The motion-synchronization system has two users: a
leader and a follower.

Similar to section IV-E, we consider repetitive motions
that are composed of motion segments. While performing
a motion sequence, at any instant a user is performing
one particular motion segment. The leader’s motion was a
periodic torso motion with four segments: lean forward, lean
backward, lean left, lean right. The system tracked both the
users using WiTilt [25] three axes-accelerometers.

A vibration pulse buzzes the motors for § ms (for some
constant d). The interval between two vibration pulses sig-
nifies the velocity of the motion.

Ideally, the pulse intervals should be varied continu-
ously with the desired feedback. Practically, humans have
a limited ability to distinguish between very similar pulse
intervals, especially when the intervals are small (measured
in milliseconds). Our system provides feedback with four
different vibration intervals: 75ms, 150ms, 300ms, 600ms.
The feedback provided using these intervals is ordinal; it
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prompts users to move faster or slower relative to their
current velocity, but does not convey by how much.

The controller provides appropriate corrective feedback
based on the leader’s and follower’s states. The controller
performs three major functions. First, the controller interprets
raw sensor data and calculates the orientations for both users.
Based on the orientation and it infers the motion segments
that both the users are executing. They may not be on the
same motion segment. Finally, it calculates the appropriate
action and velocity feedback for the follower. Each of these
three functions is non-trivial, requires many design decision
and a significant work to implement correctly. Interested
readers can find details in [14]. We will present the experi-
mental results here.

We tested the system on 10 volunteers. Before the experi-
ment, the researcher described the motion to the volunteers,
and showed them an example of the expected motion. The
volunteers acted as followers, and followed a leader, under
three separate sets of conditions: no feedback (although both
leader and follower had previously practiced the motion),
visual feedback, so that the follower could see the leader,
and vibration feedback.

For each of the three feedback modes, every volunteer
was asked to repeat the experiment three times. Every run

of the experiment lasted 45 seconds. Both the leader and the
follower were calibrated before every run. The leader was
blindfolded during all feedback modes to prevent him from
synchronizing with the follower.

Figure 8 shows the results of one example run each for
visual and vibration feedback. Figure 8(a) shows the results
for the case when the follower could see the reference. As
expected, the follower could accurately and closely follow
the leader. Such a close matching of the leader’s trajectory
may not be possible for more complex actions. Figure 8(b)
shows the follower’s performance in response to the vibration
feedback that the motion-synchronization system provides.
The follower’s curve appears shifted to the right with respect
to that of the leader. This lag is a combination of at least three
different factors: lag in inferring a change in the leader’s
state, lag in conveying the feedback, and the lag introduced
by the user in understanding and acting on the feedback.
Figure 8(c) shows the follower’s curve shifted to the left to
align with the leader’s curve. Such a shift compensates for
the lag introduced by various factors described above. The
amount of shift needed for the best alignment provides an
estimate of the total lag present in the system.

The areas between the users’ curves serves as a measure
of distance between these curves. As the follower’s curve



is shifted, the distance between the leader’s and follower’s
curve changes. At some value of the shift this distance
becomes minimum. The minimum distance between the two
curves provides a measure of how well the system performs
when corrected for lag.

Figure 9 shows the aggregate results for all the users for all
the modes of feedback. The minimum distance and the shift
needed to achieve the minimum distance are small for visual
feedback. For vibration feedback,the distance between the
curves is small for the optimal alignment. The shifts needed
to optimally align the curves mostly fall in the 1000ms to
1500 ms range. In contrast, both the minimum distance and
shift values do not show any clustering when the follower
was not provided any feedback. Details of our techniques for
analyzing the results and feedback lag is presented in [14]

V. CONCLUSION

Many practical, everyday tasks can benefit from real
time motion-feedback systems. Cheaper, accurate and more
portable sensors and computing platforms such as smart
phones will make it much easier to build such systems.
We have made a first attempt at addressing the problem
for delivering motion feedback for several useful everyday
tasks. Our results with users are promising and promise great
potential for such systems.
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